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2. Mathematical background

2.1. Basic concepts. By Mn we denote square matrices of size n. 
The compact group of d£d unitary matrices is denoted as U(d). 
We equip the above group with unique normalized Haar mea-
sure denoted by dU. Random elements distributed with measure 
dU form the so-called circular unitary ensemble.

Integer partition λ of a positive integer n is a weakly de-
creasing sequence λ = (λ1, λ2, …, λl) of positive integers, such 
that ∑l

i=1 λi = jλj = n. To denote that λ is a partition of n, we 
write λ ` n. The length of a partition is denoted by l(λ). By 
λ t μ we denote a partition of n1 + n2 obtained by joining par-
titions λ ` n1 and μ ` n2.

Each permutation σ 2 Sn can be uniquely decomposed into 
a sum of disjoint cycles, where the lengths of the cycles sum 
up to n. Thus the vector of the lengths of the cycles, after re-
ordering, forms a partition λ ` n. The partition λ is called the 
cycle type of σ permutation.

2.2. Moments of the U(d). Let us consider a polynomial p. 
From the linearity of an integral we have
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1. Introduction
The integration over unitary group is an important subject
of studies in many areas of science, including mathematical
physics, random matrix theory and algebraic combinatorics. In
2006 Collins and Śniady [1] proved a formula for calculating
monomial integrals with respect to the Haar measure on the
Unitary group
∫

U(d)
UIJUI′J′dU =

∫

U(d)
Ui1 j1 . . .Uin jnUi′1 j′1

. . .Ui′n j′n dU. (1)

Integrals of the above type are known as moments of the U(d)
and are well-known in mathematical physics literature for a
long time. The problem of the integration of elements of uni-
tary matrices was for the first time considered in the context of
nuclear physics in [2]. The asymptotic behaviour of the inte-
grals of the type (1) was considered by Weingarten in [3].

In this paper we describe a Mathematica package [4]
for calculating polynomial integrals over U(d) with respect
to the Haar measure. We describe a number of special cases
which can be used to optimize the calculation speed for some
classes of integrals. We also provide some examples of us-
age of the presented package including the applications in the
study of the geometry of the quantum states.

This paper is organised as follows. In Section 2 we introduce
notation present mathematical background concerning polyno-
mial integrals over unitary group. In Section 3 we describe
some special cases, in which the integration can be calculated
more efficiently. In Section 4 we provide the description of the

package with the list of main functions. In Section 5 we
show some examples of the usage. In Section 6 we provide a
summary of the presented results and give conclusions.

2. Mathematical background
2.1. Basic concepts We denote by Mn square matrices of size
n. The compact group of d × d unitary matrices we denote as
U(d). We equip the above group with unique normalized Haar
measure denoted by dU . Random elements distributed with
measure dU form so called Circular Unitary Ensemble.
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Integer partition λ of a positive integer n is a weakly de-
creasing sequence λ = (λ1,λ2, . . . ,λl) of positive integers,
such that ∑l

i=1 λi = |λ | = n. To denote that λ is a partition
of n we write λ � n. The length of a partition is denoted by
l(λ ). By λ � µ we denote a partition of n1 + n2 obtained by
joining partitions λ � n1 and µ � n2.

Each permutation σ ∈ Sn can be uniquely decomposed into
a sum of disjoint cycles where the lengths of the cycles sum
up to n. Thus the vector of the lengths of the cycles, after
reordering, forms a partition λ � n. The partition λ is called
the cycle type of permutation σ .

2.2. Moments of the U(d) Let us consider a polynomial p.
From the linearity of an integral we have

∫

U(d)
p(U)dU = ∑

I,J,I′,J′
c(I,J, I′,J′)

∫

U(d)
UIJUI′J′dU, (2)

where I,J, I′,J′ are multi-indices and c are the coefficients of
p. The value of such monomial integrals is given as [1]

∫

U(d)
UIJUI′J′dU =

∫

U(d)
Ui1 j1 . . .Uin jnUi′1 j′1

. . .Ui′n j′n dU =

= ∑
σ ,τ∈Sn

δi1,i′σ(1)
. . .δin,i′σ(n)

δ j1, j′τ(1)
. . .δ jn, j′τ(n)

Wg(τσ−1,d),

(3)

where Wg is the Weingarten function discussed below. In the
case where the multi-indices differ in length, i.e. n �= n′, we
have∫

U(d)
UIJUI′J′dU =

∫

U(d)
Ui1 j1 . . .Uin jnUi′1 j′1

. . .Ui′
n′ j′

n′
dU = 0.

(4)
The integrals of the above type are known as moments of the
U(d).

2.3. Weingarten function The Weingarten function [1] is de-
fined for σ ∈ Sn and positive integer d, as

Wg(σ ,d) =
1

(n!)2 ∑
λ�n

l(λ )≤d

χλ (e)2

sλ ,d(1)
χλ (σ), (5)

where the sum is taken over all integer partitions of n with
length l(λ ) ≤ d, sλ ,d(1) is the Schur polynomial sλ evaluated

1

, (2)

where I, J, I 0, J 0 are multi-indices and c are the coefficients of 
p. The value of such monomial integrals is given as [1]
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where Wg is the Weingarten function discussed below. In the 
case of the multi-indices differing in length, i.e. n  6= n0, we have

1. Introduction

The integration over unitary group is an important subject 
of studies in many areas of science, including mathematical 
physics, random matrix theory and algebraic combinatorics. In 
2006 Collins and Śniady [1] proved a formula for calculating 
monomial integrals with respect to the Haar measure on the 
unitary group

BULLETIN OF THE POLISH ACADEMY OF SCIENCES
TECHNICAL SCIENCES, Vol. XX, No. Y, 2016
DOI: 10.1515/bpasts-2016-00ZZ

Symbolic integration with respect to the Haar measure on the unitary
groups

Z. PUCHAŁA1∗, J. A. MISZCZAK1

1 Institute of Theoretical and Applied Informatics, Polish Academy of Sciences, Bałtycka 5, 44-100 Gliwice, Poland

Abstract. We present package for Mathematica computer algebra system. The presented package performs a symbolic integration of
polynomial functions over the unitary group with respect to unique normalized Haar measure. We describe a number of special cases which
can be used to optimize the calculation speed for some classes of integrals. We also provide some examples of usage of the presented package.

Key words: unitary group, Haar measure, circular unitary ensemble, symbolic integration

1. Introduction
The integration over unitary group is an important subject
of studies in many areas of science, including mathematical
physics, random matrix theory and algebraic combinatorics. In
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Integrals of the above type, called moments of the U(d), have 
been known in mathematical physics literature for a long time. 
The problem of the integration of elements of unitary matrices 
was considered for the first time in the context of nuclear 
physics in [2]. The asymptotic behaviour of the integrals of 
the type (1) was considered by Weingarten in [3].

In this paper we describe IntU, a Mathematica package [4] 
for calculating polynomial integrals over U(d) with respect to 
the Haar measure. We describe a number of special cases which 
can be used to optimize the calculation speed for some classes 
of integrals. We also provide some examples of usage of the 
presented package, including the applications in the study of 
the geometry of the quantum states.

This paper is organised as follows. In Section 2, we intro-
duce notation and present the mathematical background of poly-
nomial integrals over unitary group. In Section 3, we describe 
some special cases, in which the integration can be calculated 
more efficiently. In Section 4 we provide the description of 
IntU package with the list of main functions. In Section 5 we 
show some examples of the usage. In Section 6 we provide 
a summary of the presented results and conclusions.
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. . .δin,i′σ(n)

δ j1, j′τ(1)
. . .δ jn, j′τ(n)

Wg(τσ−1,d),

(3)

where Wg is the Weingarten function discussed below. In the
case where the multi-indices differ in length, i.e. n �= n′, we
have∫

U(d)
UIJUI′J′dU =

∫

U(d)
Ui1 j1 . . .Uin jnUi′1 j′1

. . .Ui′
n′ j′

n′
dU = 0.

(4)
The integrals of the above type are known as moments of the
U(d).

2.3. Weingarten function The Weingarten function [1] is de-
fined for σ ∈ Sn and positive integer d, as

Wg(σ ,d) =
1

(n!)2 ∑
λ�n

l(λ )≤d

χλ (e)2

sλ ,d(1)
χλ (σ), (5)

where the sum is taken over all integer partitions of n with
length l(λ ) ≤ d, sλ ,d(1) is the Schur polynomial sλ evaluated

1

 (4)

The integrals of the above type are known as moments of the 
U(d).

2.3. Weingarten function. The Weingarten function [1] is de-
fined for σ 2 Sn and positive integer d as
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1. Introduction
The integration over unitary group is an important subject
of studies in many areas of science, including mathematical
physics, random matrix theory and algebraic combinatorics. In
2006 Collins and Śniady [1] proved a formula for calculating
monomial integrals with respect to the Haar measure on the
Unitary group
∫

U(d)
UIJUI′J′dU =

∫

U(d)
Ui1 j1 . . .Uin jnUi′1 j′1

. . .Ui′n j′n dU. (1)

Integrals of the above type are known as moments of the U(d)
and are well-known in mathematical physics literature for a
long time. The problem of the integration of elements of uni-
tary matrices was for the first time considered in the context of
nuclear physics in [2]. The asymptotic behaviour of the inte-
grals of the type (1) was considered by Weingarten in [3].

In this paper we describe a Mathematica package [4]
for calculating polynomial integrals over U(d) with respect
to the Haar measure. We describe a number of special cases
which can be used to optimize the calculation speed for some
classes of integrals. We also provide some examples of us-
age of the presented package including the applications in the
study of the geometry of the quantum states.

This paper is organised as follows. In Section 2 we introduce
notation present mathematical background concerning polyno-
mial integrals over unitary group. In Section 3 we describe
some special cases, in which the integration can be calculated
more efficiently. In Section 4 we provide the description of the

package with the list of main functions. In Section 5 we
show some examples of the usage. In Section 6 we provide a
summary of the presented results and give conclusions.

2. Mathematical background
2.1. Basic concepts We denote by Mn square matrices of size
n. The compact group of d × d unitary matrices we denote as
U(d). We equip the above group with unique normalized Haar
measure denoted by dU . Random elements distributed with
measure dU form so called Circular Unitary Ensemble.

∗e-mail: z.puchala@iitis.pl

Integer partition λ of a positive integer n is a weakly de-
creasing sequence λ = (λ1,λ2, . . . ,λl) of positive integers,
such that ∑l

i=1 λi = |λ | = n. To denote that λ is a partition
of n we write λ � n. The length of a partition is denoted by
l(λ ). By λ � µ we denote a partition of n1 + n2 obtained by
joining partitions λ � n1 and µ � n2.

Each permutation σ ∈ Sn can be uniquely decomposed into
a sum of disjoint cycles where the lengths of the cycles sum
up to n. Thus the vector of the lengths of the cycles, after
reordering, forms a partition λ � n. The partition λ is called
the cycle type of permutation σ .

2.2. Moments of the U(d) Let us consider a polynomial p.
From the linearity of an integral we have

∫

U(d)
p(U)dU = ∑

I,J,I′,J′
c(I,J, I′,J′)

∫

U(d)
UIJUI′J′dU, (2)

where I,J, I′,J′ are multi-indices and c are the coefficients of
p. The value of such monomial integrals is given as [1]

∫

U(d)
UIJUI′J′dU =

∫

U(d)
Ui1 j1 . . .Uin jnUi′1 j′1

. . .Ui′n j′n dU =

= ∑
σ ,τ∈Sn

δi1,i′σ(1)
. . .δin,i′σ(n)

δ j1, j′τ(1)
. . .δ jn, j′τ(n)

Wg(τσ−1,d),

(3)

where Wg is the Weingarten function discussed below. In the
case where the multi-indices differ in length, i.e. n �= n′, we
have∫

U(d)
UIJUI′J′dU =

∫

U(d)
Ui1 j1 . . .Uin jnUi′1 j′1

. . .Ui′
n′ j′

n′
dU = 0.

(4)
The integrals of the above type are known as moments of the
U(d).

2.3. Weingarten function The Weingarten function [1] is de-
fined for σ ∈ Sn and positive integer d, as

Wg(σ ,d) =
1

(n!)2 ∑
λ�n

l(λ )≤d

χλ (e)2

sλ ,d(1)
χλ (σ), (5)

where the sum is taken over all integer partitions of n with
length l(λ ) ≤ d, sλ ,d(1) is the Schur polynomial sλ evaluated

1

, (5)

where the sum is taken over all integer partitions of n with 
length l(λ) ∙ d, sλ, d(1) is the Schur polynomial sλ evaluated
at ((1, 1, …, 1)

d

 and χλ is an irreducible character of the sym-

metric group Sn indexed by partition λ.

2.3.1. The dimension of irreducible representation of U(d). 
The value of the Schur polynomial at the point ((1, 1, …, 1)

d

, 

i.e. the dimension of irreducible representation of U(d) cor-
responding to partition λ, is equal to e.g. Theorem 6.3 in [5]
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at (1,1, . . . ,1︸ ︷︷ ︸
d

) and χλ is an irreducible character of the sym-

metric group Sn indexed by partition λ .

2.3.1. The dimension of irreducible representation of U(d)
The value of the Schur polynomial at the point (1,1, . . . ,1︸ ︷︷ ︸

d

),

i.e. the dimension of irreducible representation of U(d) cor-
responding to partition λ , is equal to (see e.g. [5, Theorem
6.3])

sλ ,d(1) = sλ (1,1, . . . ,1︸ ︷︷ ︸
d

) = ∏
1≤i< j≤d

λi −λ j + j− i
j− i

. (6)

2.3.2. Irreducible character of Sn The irreducible character
of Sn indexed by partition λ , χλ (σ) depends on a conjugacy
class of permutation σ . Two permutations are in the same con-
jugacy class if and only if they have the same cycle type, thus
it is common to write χλ (σ) = χλ (µ), where µ is an integer
partition corresponding to the cycle type of σ .

In the case of identity permutation the cycle type is given by
a trivial partition, e = {1,1, . . . ,1︸ ︷︷ ︸

n

}, and the character value is

equal to the dimension of the irreducible representation of Sn
indexed by λ . In this case it is given by the celebrated hook
length formula [5, Eq. 4.12]

χλ (e) =
|λ |!

∏i, j hλ
i, j
, (7)

where |λ |= λ1 +λ2 + · · ·+λl(λ ), and hλ
i, j is the hook length of

the cell (i, j) in a Ferrers diagram corresponding to partition λ ,
see e.g. [6, p. 57].

In the case of a non-trivial partition the character of sym-
metric group χλ (σ) = χλ (µ) can be evaluated with the use of
Murnaghan-Nakayama rule (see e.g. [7, Th. 4.10.2]), which
describes a combinatorial way of calculating the character. [8]
is used.

From the above considerations one can notice that the Wein-
garten function depends only on a cycle type of a permutation
σ and thus it is constant on a conjugacy class represented by
σ . Thus we may define the Weingarten function as

Wg(µ,d) =
1

(|µ|!)2 ∑
λ�|µ|

l(λ )≤d

χλ (e)2

sλ ,d(1)
χλ (µ), (8)

where µ is an integer partition, which is a cycle type of σ .

3. Special cases
In this section we present some special cases of integrals,
with respect to the Haar measure on the unitary group. In
these cases the value of the integral can be calculated with-
out the direct usage of formula (3), which requires processing
of ∏d

i ki!∏d
j l j! permutations, where ki (l j) denotes the number

of i ( j) in multi-indices I (J) respectively.
The presented special cases have been implemented in the

package, to increase its efficiency. This goal has been achieved

by minimizing the number of calculations of the Weingarten
function.

3.1. First two moments of U(d) In the case of monomials of
rank equal to 2 and 4, we have [9, Prop. 4.2.3] formulas

∫

U(d)
ui jui′ j′dU =

1
d

δii′δ j j′ , (9)

and
∫

U(d)
ui1 j1ui2 j2ui′1 j′1

ui′2 j′2
dU =

=
δi1i′1

δi2i′2
δ j1 j′1

δ j2 j′2
+δi1i′2

δi2i′1
δ j1 j′2

δ j2 j′1
d2 −1

+

−
δi1i′1

δi2i′2
δ j1 j′2

δ j2 j′1
+δi1i′2

δi2i′1
δ j1 j′1

δ j2 j′2
d (d2 −1)

, (10)

allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a

vector p with non-negative entries p j, we have the following

∫

U(d)

d

∏
j=1

|ui0, j|
2p j dU = Γ(d)

Γ(p1 +1)×·· ·×Γ(pd +1)
Γ(p1 + · · ·+ pd +d)

.

(12)
The above, as a special case, gives us:

∫

U(d)
|ui0, j|

2kdU =
(d −1)!k!
(d −1+ k)!

, (13)
∫

U(d)
|ui0, j|

2|ui0,k|
2dU =

1
d(d +1)

, (14)

which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type

∫

U(d)
|ui, j|2p|uk,l |2qdU, (15)

2 Bull. Pol. Ac.: Tech. XX(Y) 2016

. (6)

2.3.2. Irreducible character of Sn. The irreducible character of 
Sn indexed by partition λ, χλ(σ) depends on a conjugacy class 
of permutation σ. Two permutations are in the same conjugacy 
class if and only if they have the same cycle type, thus it is 
common to write χλ(σ) = χλ(μ), where μ is an integer partition 
corresponding to the cycle type of σ.

In the case of identity permutation the cycle type is given 
by a trivial partition, e =  ((1, 1, …, 1)

n

, and the character value 

is equal to the dimension of the irreducible representation of 
Sn indexed by λ. In this case it is given by the celebrated hook 
length formula (see Eq 4.12 in [5])
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at (1,1, . . . ,1︸ ︷︷ ︸
d

) and χλ is an irreducible character of the sym-

metric group Sn indexed by partition λ .

2.3.1. The dimension of irreducible representation of U(d)
The value of the Schur polynomial at the point (1,1, . . . ,1︸ ︷︷ ︸

d

),

i.e. the dimension of irreducible representation of U(d) cor-
responding to partition λ , is equal to (see e.g. [5, Theorem
6.3])

sλ ,d(1) = sλ (1,1, . . . ,1︸ ︷︷ ︸
d

) = ∏
1≤i< j≤d

λi −λ j + j− i
j− i

. (6)

2.3.2. Irreducible character of Sn The irreducible character
of Sn indexed by partition λ , χλ (σ) depends on a conjugacy
class of permutation σ . Two permutations are in the same con-
jugacy class if and only if they have the same cycle type, thus
it is common to write χλ (σ) = χλ (µ), where µ is an integer
partition corresponding to the cycle type of σ .

In the case of identity permutation the cycle type is given by
a trivial partition, e = {1,1, . . . ,1︸ ︷︷ ︸

n

}, and the character value is

equal to the dimension of the irreducible representation of Sn
indexed by λ . In this case it is given by the celebrated hook
length formula [5, Eq. 4.12]

χλ (e) =
|λ |!

∏i, j hλ
i, j
, (7)

where |λ |= λ1 +λ2 + · · ·+λl(λ ), and hλ
i, j is the hook length of

the cell (i, j) in a Ferrers diagram corresponding to partition λ ,
see e.g. [6, p. 57].

In the case of a non-trivial partition the character of sym-
metric group χλ (σ) = χλ (µ) can be evaluated with the use of
Murnaghan-Nakayama rule (see e.g. [7, Th. 4.10.2]), which
describes a combinatorial way of calculating the character. [8]
is used.

From the above considerations one can notice that the Wein-
garten function depends only on a cycle type of a permutation
σ and thus it is constant on a conjugacy class represented by
σ . Thus we may define the Weingarten function as

Wg(µ,d) =
1

(|µ|!)2 ∑
λ�|µ|

l(λ )≤d

χλ (e)2

sλ ,d(1)
χλ (µ), (8)

where µ is an integer partition, which is a cycle type of σ .

3. Special cases
In this section we present some special cases of integrals,
with respect to the Haar measure on the unitary group. In
these cases the value of the integral can be calculated with-
out the direct usage of formula (3), which requires processing
of ∏d

i ki!∏d
j l j! permutations, where ki (l j) denotes the number

of i ( j) in multi-indices I (J) respectively.
The presented special cases have been implemented in the

package, to increase its efficiency. This goal has been achieved

by minimizing the number of calculations of the Weingarten
function.

3.1. First two moments of U(d) In the case of monomials of
rank equal to 2 and 4, we have [9, Prop. 4.2.3] formulas

∫

U(d)
ui jui′ j′dU =

1
d

δii′δ j j′ , (9)

and
∫

U(d)
ui1 j1ui2 j2ui′1 j′1

ui′2 j′2
dU =

=
δi1i′1

δi2i′2
δ j1 j′1

δ j2 j′2
+δi1i′2

δi2i′1
δ j1 j′2

δ j2 j′1
d2 −1

+

−
δi1i′1

δi2i′2
δ j1 j′2

δ j2 j′1
+δi1i′2

δi2i′1
δ j1 j′1

δ j2 j′2
d (d2 −1)

, (10)

allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a

vector p with non-negative entries p j, we have the following

∫

U(d)

d

∏
j=1

|ui0, j|
2p j dU = Γ(d)

Γ(p1 +1)×·· ·×Γ(pd +1)
Γ(p1 + · · ·+ pd +d)

.

(12)
The above, as a special case, gives us:

∫

U(d)
|ui0, j|

2kdU =
(d −1)!k!
(d −1+ k)!

, (13)
∫

U(d)
|ui0, j|

2|ui0,k|
2dU =

1
d(d +1)

, (14)

which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type

∫

U(d)
|ui, j|2p|uk,l |2qdU, (15)

2 Bull. Pol. Ac.: Tech. XX(Y) 2016

, (7)

where jλj = λ1 + λ2 + ¢¢¢ + λl(λ), and hλ
i, j is the hook length of the 

cell (i, j) in a Ferrers diagram corresponding to partition λ [6].
In the case of a non-trivial partition the character of sym-

metric group χλ(σ) = χλ(μ) can be evaluated with the use of 
Murnaghan-Nakayama rule (see Theorem. 4.10.2 in [7]), which 
describes a combinatorial way of calculating the character; [8] 
is used.

From the above considerations one can deduce that the We-
ingarten function depends only on a cycle type of a permutation 
σ and thus it is constant on a conjugacy class represented by σ. 
Thus we may define the Weingarten function as

 

Z. Puchała, J. A. Miszczak

at (1,1, . . . ,1︸ ︷︷ ︸
d

) and χλ is an irreducible character of the sym-

metric group Sn indexed by partition λ .

2.3.1. The dimension of irreducible representation of U(d)
The value of the Schur polynomial at the point (1,1, . . . ,1︸ ︷︷ ︸

d

),

i.e. the dimension of irreducible representation of U(d) cor-
responding to partition λ , is equal to (see e.g. [5, Theorem
6.3])

sλ ,d(1) = sλ (1,1, . . . ,1︸ ︷︷ ︸
d

) = ∏
1≤i< j≤d

λi −λ j + j− i
j− i

. (6)

2.3.2. Irreducible character of Sn The irreducible character
of Sn indexed by partition λ , χλ (σ) depends on a conjugacy
class of permutation σ . Two permutations are in the same con-
jugacy class if and only if they have the same cycle type, thus
it is common to write χλ (σ) = χλ (µ), where µ is an integer
partition corresponding to the cycle type of σ .

In the case of identity permutation the cycle type is given by
a trivial partition, e = {1,1, . . . ,1︸ ︷︷ ︸

n

}, and the character value is

equal to the dimension of the irreducible representation of Sn
indexed by λ . In this case it is given by the celebrated hook
length formula [5, Eq. 4.12]

χλ (e) =
|λ |!

∏i, j hλ
i, j
, (7)

where |λ |= λ1 +λ2 + · · ·+λl(λ ), and hλ
i, j is the hook length of

the cell (i, j) in a Ferrers diagram corresponding to partition λ ,
see e.g. [6, p. 57].

In the case of a non-trivial partition the character of sym-
metric group χλ (σ) = χλ (µ) can be evaluated with the use of
Murnaghan-Nakayama rule (see e.g. [7, Th. 4.10.2]), which
describes a combinatorial way of calculating the character. [8]
is used.

From the above considerations one can notice that the Wein-
garten function depends only on a cycle type of a permutation
σ and thus it is constant on a conjugacy class represented by
σ . Thus we may define the Weingarten function as

Wg(µ,d) =
1

(|µ|!)2 ∑
λ�|µ|

l(λ )≤d

χλ (e)2

sλ ,d(1)
χλ (µ), (8)

where µ is an integer partition, which is a cycle type of σ .

3. Special cases
In this section we present some special cases of integrals,
with respect to the Haar measure on the unitary group. In
these cases the value of the integral can be calculated with-
out the direct usage of formula (3), which requires processing
of ∏d

i ki!∏d
j l j! permutations, where ki (l j) denotes the number

of i ( j) in multi-indices I (J) respectively.
The presented special cases have been implemented in the

package, to increase its efficiency. This goal has been achieved

by minimizing the number of calculations of the Weingarten
function.

3.1. First two moments of U(d) In the case of monomials of
rank equal to 2 and 4, we have [9, Prop. 4.2.3] formulas

∫

U(d)
ui jui′ j′dU =

1
d

δii′δ j j′ , (9)

and
∫

U(d)
ui1 j1ui2 j2ui′1 j′1

ui′2 j′2
dU =

=
δi1i′1

δi2i′2
δ j1 j′1

δ j2 j′2
+δi1i′2

δi2i′1
δ j1 j′2

δ j2 j′1
d2 −1

+

−
δi1i′1

δi2i′2
δ j1 j′2

δ j2 j′1
+δi1i′2

δi2i′1
δ j1 j′1

δ j2 j′2
d (d2 −1)

, (10)

allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a

vector p with non-negative entries p j, we have the following

∫

U(d)

d

∏
j=1

|ui0, j|
2p j dU = Γ(d)

Γ(p1 +1)×·· ·×Γ(pd +1)
Γ(p1 + · · ·+ pd +d)

.

(12)
The above, as a special case, gives us:

∫

U(d)
|ui0, j|

2kdU =
(d −1)!k!
(d −1+ k)!

, (13)
∫

U(d)
|ui0, j|

2|ui0,k|
2dU =

1
d(d +1)

, (14)

which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type

∫

U(d)
|ui, j|2p|uk,l |2qdU, (15)

2 Bull. Pol. Ac.: Tech. XX(Y) 2016

, (8)

where μ is an integer partition, which is a cycle type of σ.

3. Special cases

In this section we present some special cases of integrals with 
respect to the Haar measure on the unitary group. In these cases 
the value of the integral can be calculated without the direct 
usage of (3), which requires processing of ∏d

i ki!∏d
j lj! permu-

tations, where ki(lj) denotes the number of i( j) in multi-indices 
I(J), respectively.

The presented special cases have been implemented in the 
package to increase its efficiency. This goal has been achieved 
by minimizing the number of calculations of the Weingarten 
function.

3.1. First two moments of U(d). In the case of monomials of 
rank equal to 2 and 4, from [9] we have
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at (1,1, . . . ,1︸ ︷︷ ︸
d

) and χλ is an irreducible character of the sym-

metric group Sn indexed by partition λ .

2.3.1. The dimension of irreducible representation of U(d)
The value of the Schur polynomial at the point (1,1, . . . ,1︸ ︷︷ ︸

d

),

i.e. the dimension of irreducible representation of U(d) cor-
responding to partition λ , is equal to (see e.g. [5, Theorem
6.3])

sλ ,d(1) = sλ (1,1, . . . ,1︸ ︷︷ ︸
d

) = ∏
1≤i< j≤d

λi −λ j + j− i
j− i

. (6)

2.3.2. Irreducible character of Sn The irreducible character
of Sn indexed by partition λ , χλ (σ) depends on a conjugacy
class of permutation σ . Two permutations are in the same con-
jugacy class if and only if they have the same cycle type, thus
it is common to write χλ (σ) = χλ (µ), where µ is an integer
partition corresponding to the cycle type of σ .

In the case of identity permutation the cycle type is given by
a trivial partition, e = {1,1, . . . ,1︸ ︷︷ ︸

n

}, and the character value is

equal to the dimension of the irreducible representation of Sn
indexed by λ . In this case it is given by the celebrated hook
length formula [5, Eq. 4.12]

χλ (e) =
|λ |!

∏i, j hλ
i, j
, (7)

where |λ |= λ1 +λ2 + · · ·+λl(λ ), and hλ
i, j is the hook length of

the cell (i, j) in a Ferrers diagram corresponding to partition λ ,
see e.g. [6, p. 57].

In the case of a non-trivial partition the character of sym-
metric group χλ (σ) = χλ (µ) can be evaluated with the use of
Murnaghan-Nakayama rule (see e.g. [7, Th. 4.10.2]), which
describes a combinatorial way of calculating the character. [8]
is used.

From the above considerations one can notice that the Wein-
garten function depends only on a cycle type of a permutation
σ and thus it is constant on a conjugacy class represented by
σ . Thus we may define the Weingarten function as

Wg(µ,d) =
1

(|µ|!)2 ∑
λ�|µ|

l(λ )≤d

χλ (e)2

sλ ,d(1)
χλ (µ), (8)

where µ is an integer partition, which is a cycle type of σ .

3. Special cases
In this section we present some special cases of integrals,
with respect to the Haar measure on the unitary group. In
these cases the value of the integral can be calculated with-
out the direct usage of formula (3), which requires processing
of ∏d

i ki!∏d
j l j! permutations, where ki (l j) denotes the number

of i ( j) in multi-indices I (J) respectively.
The presented special cases have been implemented in the

package, to increase its efficiency. This goal has been achieved

by minimizing the number of calculations of the Weingarten
function.

3.1. First two moments of U(d) In the case of monomials of
rank equal to 2 and 4, we have [9, Prop. 4.2.3] formulas

∫

U(d)
ui jui′ j′dU =

1
d

δii′δ j j′ , (9)

and
∫

U(d)
ui1 j1ui2 j2ui′1 j′1

ui′2 j′2
dU =

=
δi1i′1

δi2i′2
δ j1 j′1

δ j2 j′2
+δi1i′2

δi2i′1
δ j1 j′2

δ j2 j′1
d2 −1

+

−
δi1i′1

δi2i′2
δ j1 j′2

δ j2 j′1
+δi1i′2

δi2i′1
δ j1 j′1

δ j2 j′2
d (d2 −1)

, (10)

allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a

vector p with non-negative entries p j, we have the following

∫

U(d)

d

∏
j=1

|ui0, j|
2p j dU = Γ(d)

Γ(p1 +1)×·· ·×Γ(pd +1)
Γ(p1 + · · ·+ pd +d)

.

(12)
The above, as a special case, gives us:

∫

U(d)
|ui0, j|

2kdU =
(d −1)!k!
(d −1+ k)!

, (13)
∫

U(d)
|ui0, j|

2|ui0,k|
2dU =

1
d(d +1)

, (14)

which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type

∫

U(d)
|ui, j|2p|uk,l |2qdU, (15)
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package, to increase its efficiency. This goal has been achieved
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allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a
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which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type
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of Sn indexed by partition λ , χλ (σ) depends on a conjugacy
class of permutation σ . Two permutations are in the same con-
jugacy class if and only if they have the same cycle type, thus
it is common to write χλ (σ) = χλ (µ), where µ is an integer
partition corresponding to the cycle type of σ .

In the case of identity permutation the cycle type is given by
a trivial partition, e = {1,1, . . . ,1︸ ︷︷ ︸
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}, and the character value is

equal to the dimension of the irreducible representation of Sn
indexed by λ . In this case it is given by the celebrated hook
length formula [5, Eq. 4.12]

χλ (e) =
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∏i, j hλ
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, (7)

where |λ |= λ1 +λ2 + · · ·+λl(λ ), and hλ
i, j is the hook length of

the cell (i, j) in a Ferrers diagram corresponding to partition λ ,
see e.g. [6, p. 57].

In the case of a non-trivial partition the character of sym-
metric group χλ (σ) = χλ (µ) can be evaluated with the use of
Murnaghan-Nakayama rule (see e.g. [7, Th. 4.10.2]), which
describes a combinatorial way of calculating the character. [8]
is used.

From the above considerations one can notice that the Wein-
garten function depends only on a cycle type of a permutation
σ and thus it is constant on a conjugacy class represented by
σ . Thus we may define the Weingarten function as
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1
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where µ is an integer partition, which is a cycle type of σ .

3. Special cases
In this section we present some special cases of integrals,
with respect to the Haar measure on the unitary group. In
these cases the value of the integral can be calculated with-
out the direct usage of formula (3), which requires processing
of ∏d

i ki!∏d
j l j! permutations, where ki (l j) denotes the number

of i ( j) in multi-indices I (J) respectively.
The presented special cases have been implemented in the

package, to increase its efficiency. This goal has been achieved

by minimizing the number of calculations of the Weingarten
function.

3.1. First two moments of U(d) In the case of monomials of
rank equal to 2 and 4, we have [9, Prop. 4.2.3] formulas
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allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a

vector p with non-negative entries p j, we have the following

∫
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∏
j=1

|ui0, j|
2p j dU = Γ(d)

Γ(p1 +1)×·· ·×Γ(pd +1)
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(12)
The above, as a special case, gives us:
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(d −1)!k!
(d −1+ k)!

, (13)
∫

U(d)
|ui0, j|

2|ui0,k|
2dU =

1
d(d +1)

, (14)

which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type

∫

U(d)
|ui, j|2p|uk,l |2qdU, (15)
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metric group Sn indexed by partition λ .

2.3.1. The dimension of irreducible representation of U(d)
The value of the Schur polynomial at the point (1,1, . . . ,1︸ ︷︷ ︸
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i.e. the dimension of irreducible representation of U(d) cor-
responding to partition λ , is equal to (see e.g. [5, Theorem
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) = ∏
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2.3.2. Irreducible character of Sn The irreducible character
of Sn indexed by partition λ , χλ (σ) depends on a conjugacy
class of permutation σ . Two permutations are in the same con-
jugacy class if and only if they have the same cycle type, thus
it is common to write χλ (σ) = χλ (µ), where µ is an integer
partition corresponding to the cycle type of σ .

In the case of identity permutation the cycle type is given by
a trivial partition, e = {1,1, . . . ,1︸ ︷︷ ︸
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}, and the character value is

equal to the dimension of the irreducible representation of Sn
indexed by λ . In this case it is given by the celebrated hook
length formula [5, Eq. 4.12]

χλ (e) =
|λ |!

∏i, j hλ
i, j
, (7)

where |λ |= λ1 +λ2 + · · ·+λl(λ ), and hλ
i, j is the hook length of

the cell (i, j) in a Ferrers diagram corresponding to partition λ ,
see e.g. [6, p. 57].

In the case of a non-trivial partition the character of sym-
metric group χλ (σ) = χλ (µ) can be evaluated with the use of
Murnaghan-Nakayama rule (see e.g. [7, Th. 4.10.2]), which
describes a combinatorial way of calculating the character. [8]
is used.

From the above considerations one can notice that the Wein-
garten function depends only on a cycle type of a permutation
σ and thus it is constant on a conjugacy class represented by
σ . Thus we may define the Weingarten function as

Wg(µ,d) =
1

(|µ|!)2 ∑
λ�|µ|

l(λ )≤d

χλ (e)2

sλ ,d(1)
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where µ is an integer partition, which is a cycle type of σ .

3. Special cases
In this section we present some special cases of integrals,
with respect to the Haar measure on the unitary group. In
these cases the value of the integral can be calculated with-
out the direct usage of formula (3), which requires processing
of ∏d

i ki!∏d
j l j! permutations, where ki (l j) denotes the number

of i ( j) in multi-indices I (J) respectively.
The presented special cases have been implemented in the

package, to increase its efficiency. This goal has been achieved

by minimizing the number of calculations of the Weingarten
function.

3.1. First two moments of U(d) In the case of monomials of
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allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a

vector p with non-negative entries p j, we have the following
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Γ(p1 +1)×·· ·×Γ(pd +1)
Γ(p1 + · · ·+ pd +d)

.

(12)
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2.3.1. The dimension of irreducible representation of U(d)
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of Sn indexed by partition λ , χλ (σ) depends on a conjugacy
class of permutation σ . Two permutations are in the same con-
jugacy class if and only if they have the same cycle type, thus
it is common to write χλ (σ) = χλ (µ), where µ is an integer
partition corresponding to the cycle type of σ .

In the case of identity permutation the cycle type is given by
a trivial partition, e = {1,1, . . . ,1︸ ︷︷ ︸
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}, and the character value is
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indexed by λ . In this case it is given by the celebrated hook
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these cases the value of the integral can be calculated with-
out the direct usage of formula (3), which requires processing
of ∏d

i ki!∏d
j l j! permutations, where ki (l j) denotes the number

of i ( j) in multi-indices I (J) respectively.
The presented special cases have been implemented in the

package, to increase its efficiency. This goal has been achieved

by minimizing the number of calculations of the Weingarten
function.

3.1. First two moments of U(d) In the case of monomials of
rank equal to 2 and 4, we have [9, Prop. 4.2.3] formulas

∫

U(d)
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and
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allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a

vector p with non-negative entries p j, we have the following
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which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type
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allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).
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ciency, as in these cases the direct calculation of Weingarten
function is very fast.
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consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]
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vector p with non-negative entries p j, we have the following

∫

U(d)

d

∏
j=1

|ui0, j|
2p j dU = Γ(d)

Γ(p1 +1)×·· ·×Γ(pd +1)
Γ(p1 + · · ·+ pd +d)

.

(12)
The above, as a special case, gives us:

∫

U(d)
|ui0, j|

2kdU =
(d −1)!k!
(d −1+ k)!

, (13)
∫

U(d)
|ui0, j|

2|ui0,k|
2dU =

1
d(d +1)

, (14)

which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type

∫

U(d)
|ui, j|2p|uk,l |2qdU, (15)
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at (1,1, . . . ,1︸ ︷︷ ︸
d

) and χλ is an irreducible character of the sym-

metric group Sn indexed by partition λ .

2.3.1. The dimension of irreducible representation of U(d)
The value of the Schur polynomial at the point (1,1, . . . ,1︸ ︷︷ ︸

d

),

i.e. the dimension of irreducible representation of U(d) cor-
responding to partition λ , is equal to (see e.g. [5, Theorem
6.3])

sλ ,d(1) = sλ (1,1, . . . ,1︸ ︷︷ ︸
d

) = ∏
1≤i< j≤d

λi −λ j + j− i
j− i

. (6)

2.3.2. Irreducible character of Sn The irreducible character
of Sn indexed by partition λ , χλ (σ) depends on a conjugacy
class of permutation σ . Two permutations are in the same con-
jugacy class if and only if they have the same cycle type, thus
it is common to write χλ (σ) = χλ (µ), where µ is an integer
partition corresponding to the cycle type of σ .

In the case of identity permutation the cycle type is given by
a trivial partition, e = {1,1, . . . ,1︸ ︷︷ ︸

n

}, and the character value is

equal to the dimension of the irreducible representation of Sn
indexed by λ . In this case it is given by the celebrated hook
length formula [5, Eq. 4.12]

χλ (e) =
|λ |!

∏i, j hλ
i, j
, (7)

where |λ |= λ1 +λ2 + · · ·+λl(λ ), and hλ
i, j is the hook length of

the cell (i, j) in a Ferrers diagram corresponding to partition λ ,
see e.g. [6, p. 57].

In the case of a non-trivial partition the character of sym-
metric group χλ (σ) = χλ (µ) can be evaluated with the use of
Murnaghan-Nakayama rule (see e.g. [7, Th. 4.10.2]), which
describes a combinatorial way of calculating the character. [8]
is used.

From the above considerations one can notice that the Wein-
garten function depends only on a cycle type of a permutation
σ and thus it is constant on a conjugacy class represented by
σ . Thus we may define the Weingarten function as

Wg(µ,d) =
1

(|µ|!)2 ∑
λ�|µ|

l(λ )≤d

χλ (e)2

sλ ,d(1)
χλ (µ), (8)

where µ is an integer partition, which is a cycle type of σ .

3. Special cases
In this section we present some special cases of integrals,
with respect to the Haar measure on the unitary group. In
these cases the value of the integral can be calculated with-
out the direct usage of formula (3), which requires processing
of ∏d

i ki!∏d
j l j! permutations, where ki (l j) denotes the number

of i ( j) in multi-indices I (J) respectively.
The presented special cases have been implemented in the

package, to increase its efficiency. This goal has been achieved

by minimizing the number of calculations of the Weingarten
function.

3.1. First two moments of U(d) In the case of monomials of
rank equal to 2 and 4, we have [9, Prop. 4.2.3] formulas
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+δi1i′2
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+

−
δi1i′1

δi2i′2
δ j1 j′2

δ j2 j′1
+δi1i′2

δi2i′1
δ j1 j′1

δ j2 j′2
d (d2 −1)

, (10)

allowing calculation of the values for polynomial integrals of
degree less than 5 without the direct usage of the formula (3).

This optimization gives only a minor improvement of effi-
ciency, as in these cases the direct calculation of Weingarten
function is very fast.

3.2. Elements from one row (column) The next optimiza-
tion is based on the fact that the distribution of random vector
consisting of squares of absolute values of a row (or a column)
of unitary matrix distributed with the Haar measure, is uniform
on a standard d-simplex ∆d [9, Ch. 4]

{|ui,1|2, |ui,2|2, . . . , |ui,d |2} ∼ U(∆d), (11)

where U(A) denotes the normalized uniform measure (propor-
tional to Lebesgue measure) on a set A ⊂ Rd , and standard d-
simplex ∆d is defined as, ∆d = {λ ∈ Rd : λi ≥ 0,∑d

i=1 λi = 1}.
Using Beta integral, one obtains that for a fixed row i0 and a
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The above, as a special case, gives us:
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(d −1+ k)!
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|ui0, j|

2|ui0,k|
2dU =
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which can be found in literature [9, 10].
This optimization allows for an enormous improvement in

efficiency thanks to avoiding (∑ pi)!∏ pi! executions of Wein-
garten function needed in the case of the direct usage of for-
mula (3).

3.3. Even powers of diagonal element absolute values In
this subsection we consider the integrals of the type
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where p, q are non-negative integers and i  6= k, j  6= l. In the case 
of p = q = 1 this integral is known [9]
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where p,q are non-negative integers and i �= k, j �= l. In the
case of p = q = 1 this integral is known [9, Prop. 4.2.3]

∫

U(d)
|ui, j|2|uk,l |2dU =

1
d2 −1

. (16)

For general non-negative integers p,q the following proposi-
tion is true.

PROPOSITION 1. Let p,q be non-negative integers, for i �= k
and j �= l, we have

∫

U(d)
|ui, j|2p|uk,l |2qdU = p!q! ∑

λ�p
µ�q

kλ kµWg(λ �µ,d), (17)

where the above sum is taken over all integer partitions of p
and q. Symbol kν denotes a cardinality of conjugacy class for
a permutation with cycle type given by partition ν � r [7, Eq.
1.2]

kν =
r!

1m1 m1!2m2m2! · · ·rmr mr!
, (18)

where mi denotes the number of i in partition ν .

The above is a special case of more general fact.

PROPOSITION 2. For any permutation π ∈ Sd and any non-
negative integers p1, p2, . . . pd , we have

∫

U(d)

d

∏
j=1

|u j,π( j)|2p j dU =
∫

U(d)

d

∏
j=1

|u j, j|2p j dU =

=

(
d

∏
j=1

p j!

)
∑

λ1�p1

∑
λ2�p2

. . . ∑
λd�pd

(
d

∏
j=1

kλ j

)
×

×Wg(λ1 �λ2 �·· ·�λd ,d).

(19)

Proof. If we apply the formula from Eq. (3) to integral (19),
then the non-vanishing permutations of indices are these which
permute within the blocks of sizes {p1, p2, . . . , pd}, i.e.

σ = σ1 ⊕σ2 ⊕·· ·⊕σd ,

where σ j ∈ Sp j and it permutes indices in jth block of size
p j. The same situation holds in the case of the second indices.
Thus the permutation τσ−1 is also in this form. Each permu-
tation of the above type will be present in the sum ∏d

j=1 p j!
times. The cycle type of such permutations is given by a parti-
tion which is obtained by joining cycle types of small permuta-
tions. Since Weingarten function depends only on a cycle type
of permutation, the size of conjugacy class is calculated for
each partition, instead of evaluating multiple times Weingarten
function. �

The formula (19) is far less computationally demanding than
the direct usage of (3). One can notice that Proposition 2 al-
lows us to avoid at least ∏d

j=1 p j! executions of Weingarten
function comparing to the direct usage of (3). However, the
exact time-efficiency depends also on the cardinality of conju-
gacy classes for partitions of p1, . . . , pd .

3.4. Cycle permutations In this section we consider another
special type of integral for positive integer k and a permutation
σ of {1,2, . . . ,m} being a cycle

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU. (20)

We have the following proposition.

PROPOSITION 3. Let m ≤ d, k is a positive integer and σ ∈
Sm be a cycle, i.e. the cycle type is given by partition {m}.
Then

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU = (k!)2m−1 ∑
λ�k

kλ Wg(mλ ,d).

(21)

Proof. One can notice that cycle lengths of permutations in
this setting must be divisible by m. The number of permu-
tations with cycle type given by a particular partition can be
easily obtained by the usual counting argument. �

Using the above formula (21) one obtains an enormous im-
provement in efficiency by avoiding more than (k!)2m−1 exe-
cutions of Weingarten function, comparing to the case of the
direct usage of (3).

4. Package description
Below we describe the functions implemented in pack-
age. The functions are grouped in three categories: functions
implementing the main functionality, functions related to the
calculation of Weingarten function and helper functions.

4.1. Main functionality The main functionalty of
package is provided be the and

functions. The first one
operates directly on polynomial expressions, while the second
one accepts four-tuple of indices. The examples of the usage
are given in Section 5.

• –
gives the definite integral on unitary group with respect to
the Haar measure, accepting the following arguments

• – the polynomial type expression of vari-
able with indices placed as subscripts, can contain
any other symbolic expression of other variables,

• – the symbol of variable for integration,

• – the dimension of a unitary group, must be a pos-
itive integer.

This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

• –
gives multiple integral

∫

U( )
dU

∫

U( )
dV . . . . (22)

This function is presented in the example described in Sec-
tion 5.4.
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the direct usage of (3). One can notice that Proposition 2 al-
lows us to avoid at least ∏d

j=1 p j! executions of Weingarten
function comparing to the direct usage of (3). However, the
exact time-efficiency depends also on the cardinality of conju-
gacy classes for partitions of p1, . . . , pd .

3.4. Cycle permutations In this section we consider another
special type of integral for positive integer k and a permutation
σ of {1,2, . . . ,m} being a cycle

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU. (20)

We have the following proposition.

PROPOSITION 3. Let m ≤ d, k is a positive integer and σ ∈
Sm be a cycle, i.e. the cycle type is given by partition {m}.
Then

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU = (k!)2m−1 ∑
λ�k

kλ Wg(mλ ,d).

(21)

Proof. One can notice that cycle lengths of permutations in
this setting must be divisible by m. The number of permu-
tations with cycle type given by a particular partition can be
easily obtained by the usual counting argument. �

Using the above formula (21) one obtains an enormous im-
provement in efficiency by avoiding more than (k!)2m−1 exe-
cutions of Weingarten function, comparing to the case of the
direct usage of (3).

4. Package description
Below we describe the functions implemented in pack-
age. The functions are grouped in three categories: functions
implementing the main functionality, functions related to the
calculation of Weingarten function and helper functions.

4.1. Main functionality The main functionalty of
package is provided be the and

functions. The first one
operates directly on polynomial expressions, while the second
one accepts four-tuple of indices. The examples of the usage
are given in Section 5.

• –
gives the definite integral on unitary group with respect to
the Haar measure, accepting the following arguments

• – the polynomial type expression of vari-
able with indices placed as subscripts, can contain
any other symbolic expression of other variables,

• – the symbol of variable for integration,

• – the dimension of a unitary group, must be a pos-
itive integer.

This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

• –
gives multiple integral

∫

U( )
dU

∫

U( )
dV . . . . (22)

This function is presented in the example described in Sec-
tion 5.4.
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, (18)

where mi denotes the number of i in partition ν.

The above is a special case of a general fact.

Proposition 2. For any permutation π 2 Sd and any non-nega-
tive integers p1, p2, …, pd, we have
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where p,q are non-negative integers and i �= k, j �= l. In the
case of p = q = 1 this integral is known [9, Prop. 4.2.3]

∫

U(d)
|ui, j|2|uk,l |2dU =

1
d2 −1

. (16)

For general non-negative integers p,q the following proposi-
tion is true.

PROPOSITION 1. Let p,q be non-negative integers, for i �= k
and j �= l, we have

∫

U(d)
|ui, j|2p|uk,l |2qdU = p!q! ∑

λ�p
µ�q

kλ kµWg(λ �µ,d), (17)

where the above sum is taken over all integer partitions of p
and q. Symbol kν denotes a cardinality of conjugacy class for
a permutation with cycle type given by partition ν � r [7, Eq.
1.2]

kν =
r!

1m1 m1!2m2m2! · · ·rmr mr!
, (18)

where mi denotes the number of i in partition ν .

The above is a special case of more general fact.

PROPOSITION 2. For any permutation π ∈ Sd and any non-
negative integers p1, p2, . . . pd , we have

∫

U(d)

d

∏
j=1

|u j,π( j)|2p j dU =
∫

U(d)

d

∏
j=1

|u j, j|2p j dU =

=

(
d

∏
j=1

p j!

)
∑

λ1�p1

∑
λ2�p2

. . . ∑
λd�pd

(
d

∏
j=1

kλ j

)
×

×Wg(λ1 �λ2 �·· ·�λd ,d).

(19)

Proof. If we apply the formula from Eq. (3) to integral (19),
then the non-vanishing permutations of indices are these which
permute within the blocks of sizes {p1, p2, . . . , pd}, i.e.

σ = σ1 ⊕σ2 ⊕·· ·⊕σd ,

where σ j ∈ Sp j and it permutes indices in jth block of size
p j. The same situation holds in the case of the second indices.
Thus the permutation τσ−1 is also in this form. Each permu-
tation of the above type will be present in the sum ∏d

j=1 p j!
times. The cycle type of such permutations is given by a parti-
tion which is obtained by joining cycle types of small permuta-
tions. Since Weingarten function depends only on a cycle type
of permutation, the size of conjugacy class is calculated for
each partition, instead of evaluating multiple times Weingarten
function. �

The formula (19) is far less computationally demanding than
the direct usage of (3). One can notice that Proposition 2 al-
lows us to avoid at least ∏d

j=1 p j! executions of Weingarten
function comparing to the direct usage of (3). However, the
exact time-efficiency depends also on the cardinality of conju-
gacy classes for partitions of p1, . . . , pd .

3.4. Cycle permutations In this section we consider another
special type of integral for positive integer k and a permutation
σ of {1,2, . . . ,m} being a cycle

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU. (20)

We have the following proposition.

PROPOSITION 3. Let m ≤ d, k is a positive integer and σ ∈
Sm be a cycle, i.e. the cycle type is given by partition {m}.
Then

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU = (k!)2m−1 ∑
λ�k

kλ Wg(mλ ,d).

(21)

Proof. One can notice that cycle lengths of permutations in
this setting must be divisible by m. The number of permu-
tations with cycle type given by a particular partition can be
easily obtained by the usual counting argument. �

Using the above formula (21) one obtains an enormous im-
provement in efficiency by avoiding more than (k!)2m−1 exe-
cutions of Weingarten function, comparing to the case of the
direct usage of (3).

4. Package description
Below we describe the functions implemented in pack-
age. The functions are grouped in three categories: functions
implementing the main functionality, functions related to the
calculation of Weingarten function and helper functions.

4.1. Main functionality The main functionalty of
package is provided be the and

functions. The first one
operates directly on polynomial expressions, while the second
one accepts four-tuple of indices. The examples of the usage
are given in Section 5.

• –
gives the definite integral on unitary group with respect to
the Haar measure, accepting the following arguments

• – the polynomial type expression of vari-
able with indices placed as subscripts, can contain
any other symbolic expression of other variables,

• – the symbol of variable for integration,

• – the dimension of a unitary group, must be a pos-
itive integer.

This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

• –
gives multiple integral

∫

U( )
dU

∫

U( )
dV . . . . (22)

This function is presented in the example described in Sec-
tion 5.4.
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where p,q are non-negative integers and i �= k, j �= l. In the
case of p = q = 1 this integral is known [9, Prop. 4.2.3]

∫

U(d)
|ui, j|2|uk,l |2dU =

1
d2 −1

. (16)

For general non-negative integers p,q the following proposi-
tion is true.

PROPOSITION 1. Let p,q be non-negative integers, for i �= k
and j �= l, we have

∫

U(d)
|ui, j|2p|uk,l |2qdU = p!q! ∑

λ�p
µ�q

kλ kµWg(λ �µ,d), (17)

where the above sum is taken over all integer partitions of p
and q. Symbol kν denotes a cardinality of conjugacy class for
a permutation with cycle type given by partition ν � r [7, Eq.
1.2]

kν =
r!

1m1m1!2m2m2! · · ·rmr mr!
, (18)

where mi denotes the number of i in partition ν .

The above is a special case of more general fact.

PROPOSITION 2. For any permutation π ∈ Sd and any non-
negative integers p1, p2, . . . pd , we have

∫

U(d)

d

∏
j=1

|u j,π( j)|2p j dU =
∫

U(d)

d

∏
j=1

|u j, j|2p j dU =

=

(
d

∏
j=1

p j!

)
∑

λ1�p1

∑
λ2�p2

. . . ∑
λd�pd

(
d

∏
j=1

kλ j

)
×

×Wg(λ1 �λ2 �·· ·�λd ,d).

(19)

Proof. If we apply the formula from Eq. (3) to integral (19),
then the non-vanishing permutations of indices are these which
permute within the blocks of sizes {p1, p2, . . . , pd}, i.e.

σ = σ1 ⊕σ2 ⊕·· ·⊕σd ,

where σ j ∈ Sp j and it permutes indices in jth block of size
p j. The same situation holds in the case of the second indices.
Thus the permutation τσ−1 is also in this form. Each permu-
tation of the above type will be present in the sum ∏d

j=1 p j!
times. The cycle type of such permutations is given by a parti-
tion which is obtained by joining cycle types of small permuta-
tions. Since Weingarten function depends only on a cycle type
of permutation, the size of conjugacy class is calculated for
each partition, instead of evaluating multiple times Weingarten
function. �

The formula (19) is far less computationally demanding than
the direct usage of (3). One can notice that Proposition 2 al-
lows us to avoid at least ∏d

j=1 p j! executions of Weingarten
function comparing to the direct usage of (3). However, the
exact time-efficiency depends also on the cardinality of conju-
gacy classes for partitions of p1, . . . , pd .

3.4. Cycle permutations In this section we consider another
special type of integral for positive integer k and a permutation
σ of {1,2, . . . ,m} being a cycle

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU. (20)

We have the following proposition.

PROPOSITION 3. Let m ≤ d, k is a positive integer and σ ∈
Sm be a cycle, i.e. the cycle type is given by partition {m}.
Then

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU = (k!)2m−1 ∑
λ�k

kλ Wg(mλ ,d).

(21)

Proof. One can notice that cycle lengths of permutations in
this setting must be divisible by m. The number of permu-
tations with cycle type given by a particular partition can be
easily obtained by the usual counting argument. �

Using the above formula (21) one obtains an enormous im-
provement in efficiency by avoiding more than (k!)2m−1 exe-
cutions of Weingarten function, comparing to the case of the
direct usage of (3).

4. Package description
Below we describe the functions implemented in pack-
age. The functions are grouped in three categories: functions
implementing the main functionality, functions related to the
calculation of Weingarten function and helper functions.

4.1. Main functionality The main functionalty of
package is provided be the and

functions. The first one
operates directly on polynomial expressions, while the second
one accepts four-tuple of indices. The examples of the usage
are given in Section 5.

• –
gives the definite integral on unitary group with respect to
the Haar measure, accepting the following arguments

• – the polynomial type expression of vari-
able with indices placed as subscripts, can contain
any other symbolic expression of other variables,

• – the symbol of variable for integration,

• – the dimension of a unitary group, must be a pos-
itive integer.

This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

• –
gives multiple integral

∫

U( )
dU

∫

U( )
dV . . . . (22)

This function is presented in the example described in Sec-
tion 5.4.
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Proof. If we apply the formula from Eq. (3) to integral (19), 
then the non-vanishing permutations of indices are those which 
permute within the blocks of sizes {p1, p2, …, pd}, i.e.

σ = σ1 © σ2 © σd ,

where σj 2 Spj, permuting indices in jth block of size pj. The 
same situation holds in the case of the second indices. Thus 
the permutation τσ–1 is also in this form. Each permutation of 
the above type will be present in the sum ∏d

j=1 pj! times. The 
cycle type of such permutations is given by a partition which 
is obtained by joining cycle types of small permutations. Since 
Weingarten function depends only on a cycle type of permuta-
tion, the size of conjugacy class is calculated for each partition, 
instead of evaluating Weingarten function multiple times. □

The formula (19) is far less computationally demanding than 
the direct usage of (3). One can notice that Proposition 2 allows 
us to avoid at least ∏d

j=1 pj! executions of Weingarten func-
tion comparing to the direct usage of (3). However, the exact 
time-efficiency depends also on the cardinality of conjugacy 
classes for partitions of p1, …, pd.

3.4. Cycle permutations. In this section we consider another 
special type of integral for positive integer k and a permutation 
σ of {1, 2, …, m} being a cycle
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where p,q are non-negative integers and i �= k, j �= l. In the
case of p = q = 1 this integral is known [9, Prop. 4.2.3]

∫

U(d)
|ui, j|2|uk,l |2dU =

1
d2 −1

. (16)

For general non-negative integers p,q the following proposi-
tion is true.

PROPOSITION 1. Let p,q be non-negative integers, for i �= k
and j �= l, we have

∫

U(d)
|ui, j|2p|uk,l |2qdU = p!q! ∑

λ�p
µ�q

kλ kµWg(λ �µ,d), (17)

where the above sum is taken over all integer partitions of p
and q. Symbol kν denotes a cardinality of conjugacy class for
a permutation with cycle type given by partition ν � r [7, Eq.
1.2]

kν =
r!

1m1m1!2m2m2! · · ·rmr mr!
, (18)

where mi denotes the number of i in partition ν .

The above is a special case of more general fact.

PROPOSITION 2. For any permutation π ∈ Sd and any non-
negative integers p1, p2, . . . pd , we have

∫

U(d)

d

∏
j=1

|u j,π( j)|2p j dU =
∫

U(d)

d

∏
j=1

|u j, j|2p j dU =

=

(
d

∏
j=1

p j!

)
∑

λ1�p1

∑
λ2�p2

. . . ∑
λd�pd

(
d

∏
j=1

kλ j

)
×

×Wg(λ1 �λ2 �·· ·�λd ,d).

(19)

Proof. If we apply the formula from Eq. (3) to integral (19),
then the non-vanishing permutations of indices are these which
permute within the blocks of sizes {p1, p2, . . . , pd}, i.e.

σ = σ1 ⊕σ2 ⊕·· ·⊕σd ,

where σ j ∈ Sp j and it permutes indices in jth block of size
p j. The same situation holds in the case of the second indices.
Thus the permutation τσ−1 is also in this form. Each permu-
tation of the above type will be present in the sum ∏d

j=1 p j!
times. The cycle type of such permutations is given by a parti-
tion which is obtained by joining cycle types of small permuta-
tions. Since Weingarten function depends only on a cycle type
of permutation, the size of conjugacy class is calculated for
each partition, instead of evaluating multiple times Weingarten
function. �

The formula (19) is far less computationally demanding than
the direct usage of (3). One can notice that Proposition 2 al-
lows us to avoid at least ∏d

j=1 p j! executions of Weingarten
function comparing to the direct usage of (3). However, the
exact time-efficiency depends also on the cardinality of conju-
gacy classes for partitions of p1, . . . , pd .

3.4. Cycle permutations In this section we consider another
special type of integral for positive integer k and a permutation
σ of {1,2, . . . ,m} being a cycle

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU. (20)

We have the following proposition.

PROPOSITION 3. Let m ≤ d, k is a positive integer and σ ∈
Sm be a cycle, i.e. the cycle type is given by partition {m}.
Then

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU = (k!)2m−1 ∑
λ�k

kλ Wg(mλ ,d).

(21)

Proof. One can notice that cycle lengths of permutations in
this setting must be divisible by m. The number of permu-
tations with cycle type given by a particular partition can be
easily obtained by the usual counting argument. �

Using the above formula (21) one obtains an enormous im-
provement in efficiency by avoiding more than (k!)2m−1 exe-
cutions of Weingarten function, comparing to the case of the
direct usage of (3).

4. Package description
Below we describe the functions implemented in pack-
age. The functions are grouped in three categories: functions
implementing the main functionality, functions related to the
calculation of Weingarten function and helper functions.

4.1. Main functionality The main functionalty of
package is provided be the and

functions. The first one
operates directly on polynomial expressions, while the second
one accepts four-tuple of indices. The examples of the usage
are given in Section 5.

• –
gives the definite integral on unitary group with respect to
the Haar measure, accepting the following arguments

• – the polynomial type expression of vari-
able with indices placed as subscripts, can contain
any other symbolic expression of other variables,

• – the symbol of variable for integration,

• – the dimension of a unitary group, must be a pos-
itive integer.

This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

• –
gives multiple integral

∫

U( )
dU

∫

U( )
dV . . . . (22)

This function is presented in the example described in Sec-
tion 5.4.
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We have the following proposition.

Proposition 3. Let m ∙ d, k is a positive integer and σ 2 Sm 
be a cycle, i.e. the cycle type is given by partition {m}. Then
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where p,q are non-negative integers and i �= k, j �= l. In the
case of p = q = 1 this integral is known [9, Prop. 4.2.3]

∫

U(d)
|ui, j|2|uk,l |2dU =

1
d2 −1

. (16)

For general non-negative integers p,q the following proposi-
tion is true.

PROPOSITION 1. Let p,q be non-negative integers, for i �= k
and j �= l, we have

∫

U(d)
|ui, j|2p|uk,l |2qdU = p!q! ∑

λ�p
µ�q

kλ kµWg(λ �µ,d), (17)

where the above sum is taken over all integer partitions of p
and q. Symbol kν denotes a cardinality of conjugacy class for
a permutation with cycle type given by partition ν � r [7, Eq.
1.2]

kν =
r!

1m1m1!2m2m2! · · ·rmr mr!
, (18)

where mi denotes the number of i in partition ν .

The above is a special case of more general fact.

PROPOSITION 2. For any permutation π ∈ Sd and any non-
negative integers p1, p2, . . . pd , we have

∫

U(d)

d

∏
j=1

|u j,π( j)|2p j dU =
∫

U(d)

d

∏
j=1

|u j, j|2p j dU =

=

(
d

∏
j=1

p j!

)
∑

λ1�p1

∑
λ2�p2

. . . ∑
λd�pd

(
d

∏
j=1

kλ j

)
×

×Wg(λ1 �λ2 �·· ·�λd ,d).

(19)

Proof. If we apply the formula from Eq. (3) to integral (19),
then the non-vanishing permutations of indices are these which
permute within the blocks of sizes {p1, p2, . . . , pd}, i.e.

σ = σ1 ⊕σ2 ⊕·· ·⊕σd ,

where σ j ∈ Sp j and it permutes indices in jth block of size
p j. The same situation holds in the case of the second indices.
Thus the permutation τσ−1 is also in this form. Each permu-
tation of the above type will be present in the sum ∏d

j=1 p j!
times. The cycle type of such permutations is given by a parti-
tion which is obtained by joining cycle types of small permuta-
tions. Since Weingarten function depends only on a cycle type
of permutation, the size of conjugacy class is calculated for
each partition, instead of evaluating multiple times Weingarten
function. �

The formula (19) is far less computationally demanding than
the direct usage of (3). One can notice that Proposition 2 al-
lows us to avoid at least ∏d

j=1 p j! executions of Weingarten
function comparing to the direct usage of (3). However, the
exact time-efficiency depends also on the cardinality of conju-
gacy classes for partitions of p1, . . . , pd .

3.4. Cycle permutations In this section we consider another
special type of integral for positive integer k and a permutation
σ of {1,2, . . . ,m} being a cycle

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU. (20)

We have the following proposition.

PROPOSITION 3. Let m ≤ d, k is a positive integer and σ ∈
Sm be a cycle, i.e. the cycle type is given by partition {m}.
Then

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU = (k!)2m−1 ∑
λ�k

kλ Wg(mλ ,d).

(21)

Proof. One can notice that cycle lengths of permutations in
this setting must be divisible by m. The number of permu-
tations with cycle type given by a particular partition can be
easily obtained by the usual counting argument. �

Using the above formula (21) one obtains an enormous im-
provement in efficiency by avoiding more than (k!)2m−1 exe-
cutions of Weingarten function, comparing to the case of the
direct usage of (3).

4. Package description
Below we describe the functions implemented in pack-
age. The functions are grouped in three categories: functions
implementing the main functionality, functions related to the
calculation of Weingarten function and helper functions.

4.1. Main functionality The main functionalty of
package is provided be the and

functions. The first one
operates directly on polynomial expressions, while the second
one accepts four-tuple of indices. The examples of the usage
are given in Section 5.

• –
gives the definite integral on unitary group with respect to
the Haar measure, accepting the following arguments

• – the polynomial type expression of vari-
able with indices placed as subscripts, can contain
any other symbolic expression of other variables,

• – the symbol of variable for integration,

• – the dimension of a unitary group, must be a pos-
itive integer.

This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

• –
gives multiple integral

∫

U( )
dU

∫

U( )
dV . . . . (22)

This function is presented in the example described in Sec-
tion 5.4.
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where p,q are non-negative integers and i �= k, j �= l. In the
case of p = q = 1 this integral is known [9, Prop. 4.2.3]

∫

U(d)
|ui, j|2|uk,l |2dU =

1
d2 −1

. (16)

For general non-negative integers p,q the following proposi-
tion is true.

PROPOSITION 1. Let p,q be non-negative integers, for i �= k
and j �= l, we have

∫

U(d)
|ui, j|2p|uk,l |2qdU = p!q! ∑

λ�p
µ�q

kλ kµWg(λ �µ,d), (17)

where the above sum is taken over all integer partitions of p
and q. Symbol kν denotes a cardinality of conjugacy class for
a permutation with cycle type given by partition ν � r [7, Eq.
1.2]

kν =
r!

1m1m1!2m2m2! · · ·rmr mr!
, (18)

where mi denotes the number of i in partition ν .

The above is a special case of more general fact.

PROPOSITION 2. For any permutation π ∈ Sd and any non-
negative integers p1, p2, . . . pd , we have

∫

U(d)

d

∏
j=1

|u j,π( j)|2p j dU =
∫

U(d)

d

∏
j=1

|u j, j|2p j dU =

=

(
d

∏
j=1

p j!

)
∑

λ1�p1

∑
λ2�p2

. . . ∑
λd�pd

(
d

∏
j=1

kλ j

)
×

×Wg(λ1 �λ2 �·· ·�λd ,d).

(19)

Proof. If we apply the formula from Eq. (3) to integral (19),
then the non-vanishing permutations of indices are these which
permute within the blocks of sizes {p1, p2, . . . , pd}, i.e.

σ = σ1 ⊕σ2 ⊕·· ·⊕σd ,

where σ j ∈ Sp j and it permutes indices in jth block of size
p j. The same situation holds in the case of the second indices.
Thus the permutation τσ−1 is also in this form. Each permu-
tation of the above type will be present in the sum ∏d

j=1 p j!
times. The cycle type of such permutations is given by a parti-
tion which is obtained by joining cycle types of small permuta-
tions. Since Weingarten function depends only on a cycle type
of permutation, the size of conjugacy class is calculated for
each partition, instead of evaluating multiple times Weingarten
function. �

The formula (19) is far less computationally demanding than
the direct usage of (3). One can notice that Proposition 2 al-
lows us to avoid at least ∏d

j=1 p j! executions of Weingarten
function comparing to the direct usage of (3). However, the
exact time-efficiency depends also on the cardinality of conju-
gacy classes for partitions of p1, . . . , pd .

3.4. Cycle permutations In this section we consider another
special type of integral for positive integer k and a permutation
σ of {1,2, . . . ,m} being a cycle

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU. (20)

We have the following proposition.

PROPOSITION 3. Let m ≤ d, k is a positive integer and σ ∈
Sm be a cycle, i.e. the cycle type is given by partition {m}.
Then

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU = (k!)2m−1 ∑
λ�k

kλ Wg(mλ ,d).

(21)

Proof. One can notice that cycle lengths of permutations in
this setting must be divisible by m. The number of permu-
tations with cycle type given by a particular partition can be
easily obtained by the usual counting argument. �

Using the above formula (21) one obtains an enormous im-
provement in efficiency by avoiding more than (k!)2m−1 exe-
cutions of Weingarten function, comparing to the case of the
direct usage of (3).

4. Package description
Below we describe the functions implemented in pack-
age. The functions are grouped in three categories: functions
implementing the main functionality, functions related to the
calculation of Weingarten function and helper functions.

4.1. Main functionality The main functionalty of
package is provided be the and

functions. The first one
operates directly on polynomial expressions, while the second
one accepts four-tuple of indices. The examples of the usage
are given in Section 5.

• –
gives the definite integral on unitary group with respect to
the Haar measure, accepting the following arguments

• – the polynomial type expression of vari-
able with indices placed as subscripts, can contain
any other symbolic expression of other variables,

• – the symbol of variable for integration,

• – the dimension of a unitary group, must be a pos-
itive integer.

This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

• –
gives multiple integral

∫

U( )
dU

∫

U( )
dV . . . . (22)

This function is presented in the example described in Sec-
tion 5.4.
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with cycle type given by a particular partition can be easily 
obtained by the usual counting argument. □

Using (21) one obtains an enormous improvement in effi-
ciency by avoiding more than (k!)2m–1 executions of Weingarten 
function as compared to the case of the direct usage of (3).

4. Package description

Below we describe the functions implemented in IntU package. 
The functions are grouped in three categories: functions imple-
menting the main functionality, functions related to the calcula-
tion of Weingarten function and helper functions.

4.1. Main functionality. The main functionality of IntU 
package is provided be the IntegrateUnitaryHaar and 
IntegrateUnitaryHaarIndices functions. The first one 
operates directly on polynomial expressions, while the second 
one accepts four-tuple of indices. The examples of the usage 
are given in Section 5.
● IntegrateUnitaryHaar[integrand,{var,dim}] 

– gives the definite integral on unitary group with respect to 
the Haar measure, accepting the following arguments

● integrand – the polynomial type expression of vari-
able var with indices placed as subscripts, can contain 
any other symbolic expression of other variables,

● var – the symbol of variable for integration,
● dim – the dimension of a unitary group, must be a pos-

itive integer.
This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

● IntegrateUnitaryHaar[f,{u,d1},{v,d2},...] 
– gives multiple integral

 

Symbolic integration with respect to the Haar measure on the unitary group

where p,q are non-negative integers and i �= k, j �= l. In the
case of p = q = 1 this integral is known [9, Prop. 4.2.3]

∫

U(d)
|ui, j|2|uk,l |2dU =

1
d2 −1

. (16)

For general non-negative integers p,q the following proposi-
tion is true.

PROPOSITION 1. Let p,q be non-negative integers, for i �= k
and j �= l, we have

∫

U(d)
|ui, j|2p|uk,l |2qdU = p!q! ∑

λ�p
µ�q

kλ kµWg(λ �µ,d), (17)

where the above sum is taken over all integer partitions of p
and q. Symbol kν denotes a cardinality of conjugacy class for
a permutation with cycle type given by partition ν � r [7, Eq.
1.2]

kν =
r!

1m1m1!2m2m2! · · ·rmr mr!
, (18)

where mi denotes the number of i in partition ν .

The above is a special case of more general fact.

PROPOSITION 2. For any permutation π ∈ Sd and any non-
negative integers p1, p2, . . . pd , we have

∫

U(d)

d

∏
j=1

|u j,π( j)|2p j dU =
∫

U(d)

d

∏
j=1

|u j, j|2p j dU =

=

(
d

∏
j=1

p j!

)
∑

λ1�p1

∑
λ2�p2

. . . ∑
λd�pd

(
d

∏
j=1

kλ j

)
×

×Wg(λ1 �λ2 �·· ·�λd ,d).

(19)

Proof. If we apply the formula from Eq. (3) to integral (19),
then the non-vanishing permutations of indices are these which
permute within the blocks of sizes {p1, p2, . . . , pd}, i.e.

σ = σ1 ⊕σ2 ⊕·· ·⊕σd ,

where σ j ∈ Sp j and it permutes indices in jth block of size
p j. The same situation holds in the case of the second indices.
Thus the permutation τσ−1 is also in this form. Each permu-
tation of the above type will be present in the sum ∏d

j=1 p j!
times. The cycle type of such permutations is given by a parti-
tion which is obtained by joining cycle types of small permuta-
tions. Since Weingarten function depends only on a cycle type
of permutation, the size of conjugacy class is calculated for
each partition, instead of evaluating multiple times Weingarten
function. �

The formula (19) is far less computationally demanding than
the direct usage of (3). One can notice that Proposition 2 al-
lows us to avoid at least ∏d

j=1 p j! executions of Weingarten
function comparing to the direct usage of (3). However, the
exact time-efficiency depends also on the cardinality of conju-
gacy classes for partitions of p1, . . . , pd .

3.4. Cycle permutations In this section we consider another
special type of integral for positive integer k and a permutation
σ of {1,2, . . . ,m} being a cycle

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU. (20)

We have the following proposition.

PROPOSITION 3. Let m ≤ d, k is a positive integer and σ ∈
Sm be a cycle, i.e. the cycle type is given by partition {m}.
Then

∫

U(d)

(
m

∏
i=1

ui,iui,σ(i)

)k

dU = (k!)2m−1 ∑
λ�k

kλ Wg(mλ ,d).

(21)

Proof. One can notice that cycle lengths of permutations in
this setting must be divisible by m. The number of permu-
tations with cycle type given by a particular partition can be
easily obtained by the usual counting argument. �

Using the above formula (21) one obtains an enormous im-
provement in efficiency by avoiding more than (k!)2m−1 exe-
cutions of Weingarten function, comparing to the case of the
direct usage of (3).

4. Package description
Below we describe the functions implemented in pack-
age. The functions are grouped in three categories: functions
implementing the main functionality, functions related to the
calculation of Weingarten function and helper functions.

4.1. Main functionality The main functionalty of
package is provided be the and

functions. The first one
operates directly on polynomial expressions, while the second
one accepts four-tuple of indices. The examples of the usage
are given in Section 5.

• –
gives the definite integral on unitary group with respect to
the Haar measure, accepting the following arguments

• – the polynomial type expression of vari-
able with indices placed as subscripts, can contain
any other symbolic expression of other variables,

• – the symbol of variable for integration,

• – the dimension of a unitary group, must be a pos-
itive integer.

This function is presented in the examples described in Sec-
tions 5.1, 5.3 and 5.5.

• –
gives multiple integral

∫

U( )
dU

∫

U( )
dV . . . . (22)

This function is presented in the example described in Sec-
tion 5.4.
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This function is presented in the example described in Sec-
tion 5.4.

● IntegrateUnitaryHaarIndices[{I1,J1,I2,J2}, 
dim] – calculates the integral in (3) for given multi-indices 
I1,J1,I2,J2 and the dimension dim of the unitary group. 
This function is presented in the example described in Sec-
tion 5.2.

4.2. Weingarten function. The main functions implemented 
in the package, IntegrateUnitaryHaar and Integra-
teUnitaryHaarIndices, utilize the following functions 
to find the value of the integral.
● Weingarten[type,dim] – returns the value of the We-

ingarten function given in Eq. (8) and accepts the following 
arguments

● type – an integer partition which corresponds to cycle 
type of permutation (see Section 2.3),

● dim – the dimension of a unitary group, which must 
be a positive integer.

● CharacterSymmetricGroup[part,type] – gives 
the character of the symmetric group χ part(type) (see 
Section 2.3.2).
Parameter type is optional. The default value is set to 
a trivial partition and in this case the function returns the di-
mension of the irreducible representation of symmetric group 
indexed by part, given by (7). If type is specified, the 
value of the character is calculated by Murnaghan-Nakayama 
rule using MNInner algorithm provided in [8].

● SchurPolynomialAt1[part,dim] – returns the value 
of the Schur polynomial spart at point ((1, 1, …, 1)

dim

, i.e. the 

dimension of irreducible representation of U(dim) corre-
sponding to part, see (6).

4.3. Helper functions. 
● PermutationTypePartition[perm] – gives the 

partition which represents the cycle type of the permutation 
perm (see Section 2.1).

● MultinomialBeta[p] – for a given d-dimensional vector 
of non-negative numbers p1, p2, …, pd returns the value of 
multinomial Beta function defined as
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•
– calculates the integral in Eq. (3) for given multi-indices

and the dimension of the unitary group.
This function is presented in the example described in
Section 5.2.

4.2. Weingarten function The main functions imple-
mented in the package, and

, utilize the following
functions to find the value of the integral.

• – returns the value of the Wein-
garten function given in Eq. (8) and accepts the following
arguments

• – an integer partition which corresponds to cycle
type of permutation (see Section 2.3),

• – the dimension of a unitary group, must be a pos-
itive integer.

• – gives the
character of the symmetric group χ ( ) (see Section
2.3.2).
Parameter is optional. The default value is set to
a trivial partition and in this case the function returns the
dimension of the irreducible representation of symmetric
group indexed by , given by Eq. (7). If is speci-
fied the value of the character is calculated by Murnaghan-
Nakayama rule using algorithm provided in [8].

• – returns the value of
the Schur polynomial s at point (1,1, . . . ,1︸ ︷︷ ︸), i.e. the

dimension of irreducible representation of U( ) corre-
sponding to , see Eq. (6).

4.3. Helper functions

• – gives the partition
which represents the cycle type of the permutation (see
Section 2.1).

• - for a given d-dimensional vector
of non-negative numbers p1, p2, . . . , pd returns the value of
multinomial Beta function defined as

B(p) =
∏d

i=1 Γ(pi)

Γ(∑d
i=1 pi)

. (23)

This function is used in the optimization described in Section
3.2.

• – gives a conjugate of a par-
tition (see [5]). This function is used for calculating
hook-length formula given by Eq. (7).

• – gives
a cardinality of a conjugacy class for the permutation with
cycle type given by partition (see [7, Eq. 1.2]). This
function is used in the optimization described in Section 3.3.

• – gives a binary representation
of a partition . This function is needed for the imple-
mentation of algorithm.

5. Usage examples
In order to present the main features of the described package
we provide a series of examples.

5.1. Elementary integrals Let us assume that d = 3. We want
to calculate the following integrals

∫

U(d)
|u1,1|2dU, (24)

∫

U(d)
|u1,1|2|u2,2|2dU, (25)

∫

U(d)
u1,1u2,2u1,2u2,1dU. (26)

Let us start by initializing the package
In[1]:= �� IntU`
ow we calculate the integrals.
In[2]:= d � 3;

In[3]:= IntegrateUnitaryHaar�
Abs�u1,1�^2, �u, d��

Out[3]=
1

3

In[4]:= IntegrateUnitaryHaar�
Abs�u1,1 u2,2�^2 , �u, d��

Out[4]=
1

8

In[5]:= IntegrateUnitaryHaar�u1,1 u2,2
Conjugate�u1,2 u2,1�, �u, d��

Out[5]= �
1

24

5.2. Operations on indices Let us take the following set of
multi-indices

I = {1,1,1,2,2}, J = {2,2,1,1,1} (27)
I′ = {1,1,1,2,2}, J′ = {2,1,1,2,1} (28)

and set d = 6. The above is equivalent to expression

u1,2u1,2u1,1u2,1u2,1u1,2u1,1u1,1u2,2u2,1 (29)

with symbolic variable u, which we aim to integrate over U(d).
After simplification the expression is equal to

|u1,1|2|u1,2|2|u2,1|2u1,2u2,1u1,1u2,2. (30)

After initializing the package and defining appropriate
indices
In[2]:= I1 � �1, 1, 1, 2, 2�; J1 � �2, 2, 1, 1, 1�;

I2 � �1, 1, 1, 2, 2�; J2 � �2, 1, 1, 2, 1�;
d � 6;

we calculate the integral using provided function
as
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This function is used in the optimization described in Sec-
tion 3.2.

● ConjugatePartition[part] – gives a conjugate of 
a partition part (see [5]). This function is used for calcu-
lating hook-length formula given by (7).

● CardinalityConjugacyClassPartition[part] 
– gives a cardinality of a conjugacy class for the permutation 
with cycle type given by partition part (see [7, Eq. 1.2]). 
This function is used in the optimization described in Sec-
tion 3.3.

● BinaryPartition[part] – gives a binary represen-
tation of a partition part. This function is needed for the 
implementation of MNInner algorithm.

5. Examples of use

In order to present the main features of the described package, 
we provide a series of examples.

5.1. Elementary integrals. Let us assume that d = 3. We want 
to calculate the following integrals
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•
– calculates the integral in Eq. (3) for given multi-indices

and the dimension of the unitary group.
This function is presented in the example described in
Section 5.2.

4.2. Weingarten function The main functions imple-
mented in the package, and

, utilize the following
functions to find the value of the integral.

• – returns the value of the Wein-
garten function given in Eq. (8) and accepts the following
arguments

• – an integer partition which corresponds to cycle
type of permutation (see Section 2.3),

• – the dimension of a unitary group, must be a pos-
itive integer.

• – gives the
character of the symmetric group χ ( ) (see Section
2.3.2).
Parameter is optional. The default value is set to
a trivial partition and in this case the function returns the
dimension of the irreducible representation of symmetric
group indexed by , given by Eq. (7). If is speci-
fied the value of the character is calculated by Murnaghan-
Nakayama rule using algorithm provided in [8].

• – returns the value of
the Schur polynomial s at point (1,1, . . . ,1︸ ︷︷ ︸), i.e. the

dimension of irreducible representation of U( ) corre-
sponding to , see Eq. (6).

4.3. Helper functions

• – gives the partition
which represents the cycle type of the permutation (see
Section 2.1).

• - for a given d-dimensional vector
of non-negative numbers p1, p2, . . . , pd returns the value of
multinomial Beta function defined as

B(p) =
∏d

i=1 Γ(pi)

Γ(∑d
i=1 pi)

. (23)

This function is used in the optimization described in Section
3.2.

• – gives a conjugate of a par-
tition (see [5]). This function is used for calculating
hook-length formula given by Eq. (7).

• – gives
a cardinality of a conjugacy class for the permutation with
cycle type given by partition (see [7, Eq. 1.2]). This
function is used in the optimization described in Section 3.3.

• – gives a binary representation
of a partition . This function is needed for the imple-
mentation of algorithm.

5. Usage examples
In order to present the main features of the described package
we provide a series of examples.

5.1. Elementary integrals Let us assume that d = 3. We want
to calculate the following integrals

∫

U(d)
|u1,1|2dU, (24)

∫

U(d)
|u1,1|2|u2,2|2dU, (25)

∫

U(d)
u1,1u2,2u1,2u2,1dU. (26)

Let us start by initializing the package
In[1]:= �� IntU`
ow we calculate the integrals.
In[2]:= d � 3;

In[3]:= IntegrateUnitaryHaar�
Abs�u1,1�^2, �u, d��

Out[3]=
1

3

In[4]:= IntegrateUnitaryHaar�
Abs�u1,1 u2,2�^2 , �u, d��

Out[4]=
1

8

In[5]:= IntegrateUnitaryHaar�u1,1 u2,2
Conjugate�u1,2 u2,1�, �u, d��

Out[5]= �
1

24

5.2. Operations on indices Let us take the following set of
multi-indices

I = {1,1,1,2,2}, J = {2,2,1,1,1} (27)
I′ = {1,1,1,2,2}, J′ = {2,1,1,2,1} (28)

and set d = 6. The above is equivalent to expression

u1,2u1,2u1,1u2,1u2,1u1,2u1,1u1,1u2,2u2,1 (29)

with symbolic variable u, which we aim to integrate over U(d).
After simplification the expression is equal to

|u1,1|2|u1,2|2|u2,1|2u1,2u2,1u1,1u2,2. (30)

After initializing the package and defining appropriate
indices
In[2]:= I1 � �1, 1, 1, 2, 2�; J1 � �2, 2, 1, 1, 1�;

I2 � �1, 1, 1, 2, 2�; J2 � �2, 1, 1, 2, 1�;
d � 6;

we calculate the integral using provided function
as
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•
– calculates the integral in Eq. (3) for given multi-indices

and the dimension of the unitary group.
This function is presented in the example described in
Section 5.2.

4.2. Weingarten function The main functions imple-
mented in the package, and

, utilize the following
functions to find the value of the integral.

• – returns the value of the Wein-
garten function given in Eq. (8) and accepts the following
arguments

• – an integer partition which corresponds to cycle
type of permutation (see Section 2.3),

• – the dimension of a unitary group, must be a pos-
itive integer.

• – gives the
character of the symmetric group χ ( ) (see Section
2.3.2).
Parameter is optional. The default value is set to
a trivial partition and in this case the function returns the
dimension of the irreducible representation of symmetric
group indexed by , given by Eq. (7). If is speci-
fied the value of the character is calculated by Murnaghan-
Nakayama rule using algorithm provided in [8].

• – returns the value of
the Schur polynomial s at point (1,1, . . . ,1︸ ︷︷ ︸), i.e. the

dimension of irreducible representation of U( ) corre-
sponding to , see Eq. (6).

4.3. Helper functions

• – gives the partition
which represents the cycle type of the permutation (see
Section 2.1).

• - for a given d-dimensional vector
of non-negative numbers p1, p2, . . . , pd returns the value of
multinomial Beta function defined as

B(p) =
∏d

i=1 Γ(pi)

Γ(∑d
i=1 pi)

. (23)

This function is used in the optimization described in Section
3.2.

• – gives a conjugate of a par-
tition (see [5]). This function is used for calculating
hook-length formula given by Eq. (7).

• – gives
a cardinality of a conjugacy class for the permutation with
cycle type given by partition (see [7, Eq. 1.2]). This
function is used in the optimization described in Section 3.3.

• – gives a binary representation
of a partition . This function is needed for the imple-
mentation of algorithm.

5. Usage examples
In order to present the main features of the described package
we provide a series of examples.

5.1. Elementary integrals Let us assume that d = 3. We want
to calculate the following integrals

∫

U(d)
|u1,1|2dU, (24)

∫

U(d)
|u1,1|2|u2,2|2dU, (25)

∫

U(d)
u1,1u2,2u1,2u2,1dU. (26)

Let us start by initializing the package
In[1]:= �� IntU`
ow we calculate the integrals.
In[2]:= d � 3;

In[3]:= IntegrateUnitaryHaar�
Abs�u1,1�^2, �u, d��

Out[3]=
1

3

In[4]:= IntegrateUnitaryHaar�
Abs�u1,1 u2,2�^2 , �u, d��

Out[4]=
1

8

In[5]:= IntegrateUnitaryHaar�u1,1 u2,2
Conjugate�u1,2 u2,1�, �u, d��

Out[5]= �
1

24

5.2. Operations on indices Let us take the following set of
multi-indices

I = {1,1,1,2,2}, J = {2,2,1,1,1} (27)
I′ = {1,1,1,2,2}, J′ = {2,1,1,2,1} (28)

and set d = 6. The above is equivalent to expression

u1,2u1,2u1,1u2,1u2,1u1,2u1,1u1,1u2,2u2,1 (29)

with symbolic variable u, which we aim to integrate over U(d).
After simplification the expression is equal to

|u1,1|2|u1,2|2|u2,1|2u1,2u2,1u1,1u2,2. (30)

After initializing the package and defining appropriate
indices
In[2]:= I1 � �1, 1, 1, 2, 2�; J1 � �2, 2, 1, 1, 1�;

I2 � �1, 1, 1, 2, 2�; J2 � �2, 1, 1, 2, 1�;
d � 6;

we calculate the integral using provided function
as
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•
– calculates the integral in Eq. (3) for given multi-indices

and the dimension of the unitary group.
This function is presented in the example described in
Section 5.2.

4.2. Weingarten function The main functions imple-
mented in the package, and

, utilize the following
functions to find the value of the integral.

• – returns the value of the Wein-
garten function given in Eq. (8) and accepts the following
arguments

• – an integer partition which corresponds to cycle
type of permutation (see Section 2.3),

• – the dimension of a unitary group, must be a pos-
itive integer.

• – gives the
character of the symmetric group χ ( ) (see Section
2.3.2).
Parameter is optional. The default value is set to
a trivial partition and in this case the function returns the
dimension of the irreducible representation of symmetric
group indexed by , given by Eq. (7). If is speci-
fied the value of the character is calculated by Murnaghan-
Nakayama rule using algorithm provided in [8].

• – returns the value of
the Schur polynomial s at point (1,1, . . . ,1︸ ︷︷ ︸), i.e. the

dimension of irreducible representation of U( ) corre-
sponding to , see Eq. (6).

4.3. Helper functions

• – gives the partition
which represents the cycle type of the permutation (see
Section 2.1).

• - for a given d-dimensional vector
of non-negative numbers p1, p2, . . . , pd returns the value of
multinomial Beta function defined as

B(p) =
∏d

i=1 Γ(pi)

Γ(∑d
i=1 pi)

. (23)

This function is used in the optimization described in Section
3.2.

• – gives a conjugate of a par-
tition (see [5]). This function is used for calculating
hook-length formula given by Eq. (7).

• – gives
a cardinality of a conjugacy class for the permutation with
cycle type given by partition (see [7, Eq. 1.2]). This
function is used in the optimization described in Section 3.3.

• – gives a binary representation
of a partition . This function is needed for the imple-
mentation of algorithm.

5. Usage examples
In order to present the main features of the described package
we provide a series of examples.

5.1. Elementary integrals Let us assume that d = 3. We want
to calculate the following integrals

∫

U(d)
|u1,1|2dU, (24)

∫

U(d)
|u1,1|2|u2,2|2dU, (25)

∫

U(d)
u1,1u2,2u1,2u2,1dU. (26)

Let us start by initializing the package
In[1]:= �� IntU`
ow we calculate the integrals.
In[2]:= d � 3;

In[3]:= IntegrateUnitaryHaar�
Abs�u1,1�^2, �u, d��

Out[3]=
1

3

In[4]:= IntegrateUnitaryHaar�
Abs�u1,1 u2,2�^2 , �u, d��

Out[4]=
1

8

In[5]:= IntegrateUnitaryHaar�u1,1 u2,2
Conjugate�u1,2 u2,1�, �u, d��

Out[5]= �
1

24

5.2. Operations on indices Let us take the following set of
multi-indices

I = {1,1,1,2,2}, J = {2,2,1,1,1} (27)
I′ = {1,1,1,2,2}, J′ = {2,1,1,2,1} (28)

and set d = 6. The above is equivalent to expression

u1,2u1,2u1,1u2,1u2,1u1,2u1,1u1,1u2,2u2,1 (29)

with symbolic variable u, which we aim to integrate over U(d).
After simplification the expression is equal to

|u1,1|2|u1,2|2|u2,1|2u1,2u2,1u1,1u2,2. (30)

After initializing the package and defining appropriate
indices
In[2]:= I1 � �1, 1, 1, 2, 2�; J1 � �2, 2, 1, 1, 1�;

I2 � �1, 1, 1, 2, 2�; J2 � �2, 1, 1, 2, 1�;
d � 6;

we calculate the integral using provided function
as

4 Bull. Pol. Ac.: Tech. XX(Y) 2016
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Let us start by initializing the package which is equivalent to

In[1]:= �� IntU` In[6]:= IntegrateUnitaryHaar�
Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

In[5]:= integrand � KroneckerProduct�
U2, Conjugate�U2��;

In[6]:= IntegrateUnitaryHaar�integrand, �u, d��

In[2]:= d � 3;

In[3]:= IntegrateUnitaryHaar�
Abs�u1,1�^2, �u, d��

Out[3]=
1

3

In[4]:= IntegrateUnitaryHaar�
Abs�u1,1 u2,2�^2 , �u, d��

Out[4]=
1

8

In[5]:= IntegrateUnitaryHaar�u1,1 u2,2
Conjugate�u1,2 u2,1�, �u, d��

Out[5]= �
1

24

Next, we calculate the integrals. 

5.2. Operations on indices. Let us take the following set of 
multi-indices

I = f1, 1, 1, 2, 2g,     J = f2, 2, 1, 1, 1g (27)

I 0 = f1, 1, 1, 2, 2g,     J 0 = f2, 1, 1, 2, 1g (28)

and set d = 6. The above is equivalent to expression 
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•
– calculates the integral in Eq. (3) for given multi-indices

and the dimension of the unitary group.
This function is presented in the example described in
Section 5.2.

4.2. Weingarten function The main functions imple-
mented in the package, and

, utilize the following
functions to find the value of the integral.

• – returns the value of the Wein-
garten function given in Eq. (8) and accepts the following
arguments

• – an integer partition which corresponds to cycle
type of permutation (see Section 2.3),

• – the dimension of a unitary group, must be a pos-
itive integer.

• – gives the
character of the symmetric group χ ( ) (see Section
2.3.2).
Parameter is optional. The default value is set to
a trivial partition and in this case the function returns the
dimension of the irreducible representation of symmetric
group indexed by , given by Eq. (7). If is speci-
fied the value of the character is calculated by Murnaghan-
Nakayama rule using algorithm provided in [8].

• – returns the value of
the Schur polynomial s at point (1,1, . . . ,1︸ ︷︷ ︸), i.e. the

dimension of irreducible representation of U( ) corre-
sponding to , see Eq. (6).

4.3. Helper functions

• – gives the partition
which represents the cycle type of the permutation (see
Section 2.1).

• - for a given d-dimensional vector
of non-negative numbers p1, p2, . . . , pd returns the value of
multinomial Beta function defined as

B(p) =
∏d

i=1 Γ(pi)

Γ(∑d
i=1 pi)

. (23)

This function is used in the optimization described in Section
3.2.

• – gives a conjugate of a par-
tition (see [5]). This function is used for calculating
hook-length formula given by Eq. (7).

• – gives
a cardinality of a conjugacy class for the permutation with
cycle type given by partition (see [7, Eq. 1.2]). This
function is used in the optimization described in Section 3.3.

• – gives a binary representation
of a partition . This function is needed for the imple-
mentation of algorithm.

5. Usage examples
In order to present the main features of the described package
we provide a series of examples.

5.1. Elementary integrals Let us assume that d = 3. We want
to calculate the following integrals

∫

U(d)
|u1,1|2dU, (24)

∫

U(d)
|u1,1|2|u2,2|2dU, (25)

∫

U(d)
u1,1u2,2u1,2u2,1dU. (26)

Let us start by initializing the package
In[1]:= �� IntU`
ow we calculate the integrals.
In[2]:= d � 3;

In[3]:= IntegrateUnitaryHaar�
Abs�u1,1�^2, �u, d��

Out[3]=
1

3

In[4]:= IntegrateUnitaryHaar�
Abs�u1,1 u2,2�^2 , �u, d��

Out[4]=
1

8

In[5]:= IntegrateUnitaryHaar�u1,1 u2,2
Conjugate�u1,2 u2,1�, �u, d��

Out[5]= �
1

24

5.2. Operations on indices Let us take the following set of
multi-indices

I = {1,1,1,2,2}, J = {2,2,1,1,1} (27)
I′ = {1,1,1,2,2}, J′ = {2,1,1,2,1} (28)

and set d = 6. The above is equivalent to expression

u1,2u1,2u1,1u2,1u2,1u1,2u1,1u1,1u2,2u2,1 (29)

with symbolic variable u, which we aim to integrate over U(d).
After simplification the expression is equal to

|u1,1|2|u1,2|2|u2,1|2u1,2u2,1u1,1u2,2. (30)

After initializing the package and defining appropriate
indices
In[2]:= I1 � �1, 1, 1, 2, 2�; J1 � �2, 2, 1, 1, 1�;

I2 � �1, 1, 1, 2, 2�; J2 � �2, 1, 1, 2, 1�;
d � 6;

we calculate the integral using provided function
as
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with symbolic variable u, which we aim to integrate over U(d). 
After simplification the expression is equal to
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•
– calculates the integral in Eq. (3) for given multi-indices

and the dimension of the unitary group.
This function is presented in the example described in
Section 5.2.

4.2. Weingarten function The main functions imple-
mented in the package, and

, utilize the following
functions to find the value of the integral.

• – returns the value of the Wein-
garten function given in Eq. (8) and accepts the following
arguments

• – an integer partition which corresponds to cycle
type of permutation (see Section 2.3),

• – the dimension of a unitary group, must be a pos-
itive integer.

• – gives the
character of the symmetric group χ ( ) (see Section
2.3.2).
Parameter is optional. The default value is set to
a trivial partition and in this case the function returns the
dimension of the irreducible representation of symmetric
group indexed by , given by Eq. (7). If is speci-
fied the value of the character is calculated by Murnaghan-
Nakayama rule using algorithm provided in [8].

• – returns the value of
the Schur polynomial s at point (1,1, . . . ,1︸ ︷︷ ︸), i.e. the

dimension of irreducible representation of U( ) corre-
sponding to , see Eq. (6).

4.3. Helper functions

• – gives the partition
which represents the cycle type of the permutation (see
Section 2.1).

• - for a given d-dimensional vector
of non-negative numbers p1, p2, . . . , pd returns the value of
multinomial Beta function defined as

B(p) =
∏d

i=1 Γ(pi)

Γ(∑d
i=1 pi)

. (23)

This function is used in the optimization described in Section
3.2.

• – gives a conjugate of a par-
tition (see [5]). This function is used for calculating
hook-length formula given by Eq. (7).

• – gives
a cardinality of a conjugacy class for the permutation with
cycle type given by partition (see [7, Eq. 1.2]). This
function is used in the optimization described in Section 3.3.

• – gives a binary representation
of a partition . This function is needed for the imple-
mentation of algorithm.

5. Usage examples
In order to present the main features of the described package
we provide a series of examples.

5.1. Elementary integrals Let us assume that d = 3. We want
to calculate the following integrals

∫

U(d)
|u1,1|2dU, (24)

∫

U(d)
|u1,1|2|u2,2|2dU, (25)

∫

U(d)
u1,1u2,2u1,2u2,1dU. (26)

Let us start by initializing the package
In[1]:= �� IntU`
ow we calculate the integrals.
In[2]:= d � 3;

In[3]:= IntegrateUnitaryHaar�
Abs�u1,1�^2, �u, d��

Out[3]=
1

3

In[4]:= IntegrateUnitaryHaar�
Abs�u1,1 u2,2�^2 , �u, d��

Out[4]=
1

8

In[5]:= IntegrateUnitaryHaar�u1,1 u2,2
Conjugate�u1,2 u2,1�, �u, d��

Out[5]= �
1

24

5.2. Operations on indices Let us take the following set of
multi-indices

I = {1,1,1,2,2}, J = {2,2,1,1,1} (27)
I′ = {1,1,1,2,2}, J′ = {2,1,1,2,1} (28)

and set d = 6. The above is equivalent to expression

u1,2u1,2u1,1u2,1u2,1u1,2u1,1u1,1u2,2u2,1 (29)

with symbolic variable u, which we aim to integrate over U(d).
After simplification the expression is equal to

|u1,1|2|u1,2|2|u2,1|2u1,2u2,1u1,1u2,2. (30)

After initializing the package and defining appropriate
indices
In[2]:= I1 � �1, 1, 1, 2, 2�; J1 � �2, 2, 1, 1, 1�;

I2 � �1, 1, 1, 2, 2�; J2 � �2, 1, 1, 2, 1�;
d � 6;

we calculate the integral using provided function
as
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After initializing the package and defining appropriate in-
dices

In[2]:= I1 � �1, 1, 1, 2, 2�; J1 � �2, 2, 1, 1, 1�;
I2 � �1, 1, 1, 2, 2�; J2 � �2, 1, 1, 2, 1�;
d � 6;

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200

we calculate the integral using provided function Integra-
teUnitaryHaarIndices as 

5.3. Matrix expressions. IntU package allows us to integrate 
matrix expressions, for example let us take d = 2 and integrate 
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In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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We define symbolic matrices U 2 U(d) and U2 = U © U 2  
2 U(d2) as

and construct the integrand as

By using {IntegrateUnitaryHaar} function 

we learn that the integral in (31) is equal to
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In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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5.4. Mean value of local unitary orbit. In this example we 
calculate the mean value of a local unitary orbit of a given 
matrix X 2 Md2
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In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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We assume that U and V are stochastically independent random 
unitary matrices of size d distributed with the Haar measure. 
In this case we have

 

Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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In this example we take d = 3.
We define symbolic matrices X of size d2 and U, V 2 U(d) 

as

 

Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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The corresponding probability measure is denoted by dμE
X. For 

definition and basic facts concerning numerical shadows see 
[11, 13, 14].

The first two moments of dμE
X are calculated in [11], and 

are given by

 

Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
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16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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, (38)

and 

 

Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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 (39)

where trA and trB denote partial traces over a specified 
sub-system and k¢kHS is a Hilbert-Schmidt norm given by 
kXkHS = 

Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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.
In order to calculate (39) and (39) define symbolic matrices

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
Ξ � 1 � Sqrt�d� Flatten�U�;
z � Ξ.X.Conjugate�Ξ�;
zz � Simplify�z Conjugate�z��;

In[8]:= IntegrateUnitaryHaar�z, �u, d��

In[9]:= int � IntegrateUnitaryHaar�zz, �u, d��

In[7]:= int � IntegrateUnitaryHaar�
UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��

Using IntegrateUnitaryHaar function with two variable 
specifications, we calculate the double integral

and find out that the expectation value in (33) is equal to

 

Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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Similarly one can calculate the covariance tensor of the 
local unitary orbit of a given matrix X 2 Md2. If z = (U © V)
X(U © V)

Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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 then the covariance tensor is given by [11]
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In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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. (32)

5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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. (32)

5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices

Bull. Pol. Ac.: Tech. XX(Y) 2016 5

 (36)

Using IntegrateUnitaryHaar one can check that for the 
fixed dimension, the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow. If 
U is a random d£d unitary matrix distributed according to the 
Haar measure [12], then the pure state obtained by vectorization 
jξ i = 

Symbolic integration with respect to the Haar measure on the unitary group

In[5]:= IntegrateUnitaryHaarIndices��I1, J1, I2, J2�, d�
Out[5]= �

1

16200
which is equivalent to
In[6]:= IntegrateUnitaryHaar�

Abs�u1,1 u1,2 u2,1�^2 u1,2 u2,1
� Conjugate�u1,1 u2,2�, �u, d��

Out[6]= �
1

16200

5.3. Matrix expressions package allows us to integrate
matrix expressions, for example let us take d = 2 and integrate

∫

U(d)
U⊗2 ⊗Ū⊗2dU. (31)

We define symbolic matrices U ∈ U(d) and U2 = U ⊗U ∈
U(d2) as
In[2]:= d � 2;

U � Array�u�1,�2 &, �d, d��;
U2 � KroneckerProduct�U, U�;

and construct the integrand as
In[5]:= integrand � KroneckerProduct�

U2, Conjugate�U2��;
By using function
In[6]:= IntegrateUnitaryHaar�integrand, �u, d��
we learn that the integral in Eq. (31) is equal to
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5.4. Mean value of local unitary orbit In this example we
calculate the mean value of a local unitary orbit of a given ma-
trix X ∈ Md2

E[(U ⊗V )X(U ⊗V )†]. (33)

We assume that U and V are stochastically independent ran-
dom unitary matrices of size d distributed with the Haar mea-
sure. In this case we have

E[(U ⊗V )X(U ⊗V )†] =
∫

U(d)

∫

U(d)
(U ⊗V )X(U ⊗V )†dUdV.

(34)
In this example we take d = 3.

We define symbolic matrices X of size d2 and U,V ∈ U(d)
as

In[2]:= d � 3;

X � Array�x�1,�2 &, �d^2, d^2��;
U � Array�u�1,�2 &, �d, d��;
V � Array�v�1,�2 &, �d, d��;
UV � KroneckerProduct�U, V�;

Using function with two variable
specifications we calculate the double integral
In[7]:= int � IntegrateUnitaryHaar�

UV.X.ConjugateTranspose�UV�,�u, d�, �v, d��
and find out that the expectation value in Eq. (33) is equal to

E[(U ⊗V )X(U ⊗V )†] =
1
d2 trX 1ld×d . (35)

Similarly one can calculate the covariance tensor of the local
unitary orbit of a given matrix X ∈Md2 . If z = (U ⊗V )X(U ⊗
V )† then the covariance tensor is given by [11]

E[{zi jzkl}i jkl ] = E[(U ⊗V )X(U ⊗V )† ⊗ (U ⊗V )X(U ⊗V )†].
(36)

Using one can check that for the
fixed dimension the integral agrees with the calculations pre-
sented in [11].

5.5. Moments of maximally entangled numerical shadow
If U is a random d × d unitary matrix distributed accord-
ing to the Haar measure [12] then the pure state obtained
by vectorization |ξ 〉 = 1√

d
vec(U) is maximally entangled on

HA ⊗HB = Cd ⊗Cd . Moreover, state |ξ 〉 has a distribution
invariant to multiplication by local unitary matrices. We de-
note the corresponding probability measure on pure states of
size d × d as µ . The numerical shadow of operator X ∈ Md2

with respect to this measure (maximally entangled numerical
shadow) is defined as

PX (z) =
∫

Cd2
δ (z−〈ψ|X |ψ〉) dµ(ψ). (37)

The corresponding probability measure is denoted by dµE
X .

For definition and basic facts concerning numerical shadows
see [11, 13, 14].

The first two moments of dµE
X are calculated in [11], and are

given by ∫

C
z dµE

X (z) =
1
d2 trX , (38)

and
∫

C
zz dµE

X (z) =
1

d2(d2 −1)
(
|trX |2 +‖X‖2

HS
)

(39)

− 1
d3(d2 −1)

(
‖trA(X)‖2

HS +‖trB(X)‖2
HS
)
,

where trA and trB denote partial traces over a specified
sub-system and ‖ · ‖HS is a Hilbert-Schmidt norm given by
‖X‖HS =

√
trXX†.

In order to calculate (39) and (39) define symbolic matrices
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vec(U) is maximally entangled on HA © HB = ℂd © ℂd. 
Moreover, state jξ i has a distribution invariant to multiplication 
by local unitary matrices. We denote the corresponding proba-
bility measure on pure states of size d£d as μ. The numerical 
shadow of operator X 2 Md2 with respect to this measure (max-
imally entangled numerical shadow) is defined as

Now we calculate the first moment

and the second moment 

After some algebraic manipulations one can see that the above 
agrees with Eqs. (38) and (39).

IntU package has been applied successfully in the context of 
quantum entanglement in [15], where it was used to calculate 
the moments of the three-tangle.

6. Summary

We described IntU package for Mathematica computing system 
for calculating polynomial integrals over U(d) with respect to 
Haar measure. We described a number of special cases which 
can be used to optimize the calculation speed for some classes 
of integrals. We also provided examples of using of the pre-
sented package, including the applications in the geometry of 
quantum states.
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Calculation time of the package strongly depends on a de-
gree of the integrand. For polynomials of small degree, the 
package is able to calculate the value of integral using the direct 
formula (3). For polynomials of large degree, the calculation 
time grows rapidly and the calculation is possible only if one 
of the special cases (optimizations) is used.

Nevertheless, the presented package can be very useful in 
the investigations involving circular unitary ensemble and the 
geometry of quantum states and quantum entanglement.
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