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Abstract

Coronary artery disease (CAD) is one of the major causes of mortality worldwide. Knowledge

about risk factors that increase the probability of developing CAD can help to understand

the disease better and assist in its treatment. Recently, modern computer-aided approaches

have been used for the prediction and diagnosis of diseases. Swarm intelligence algorithms like

particle swarm optimization (PSO) have demonstrated great performance in solving different

optimization problems. As rule discovery can be modelled as an optimization problem, it can

be mapped to an optimization problem and solved by means of an evolutionary algorithm like

PSO. An approach for discovering classification rules of CAD is proposed. The work is based

on the real-world CAD data set and aims at the detection of this disease by producing the

accurate and effective rules. The proposed algorithm is a hybrid binary-real PSO, which includes

the combination of categorical and numerical encoding of a particle and a different approach

for calculating the velocity of particles. The rules were developed from randomly generated

particles, which take random values in the range of each attribute in the rule. Two different

feature selection methods based on multi-objective evolutionary search and PSO were applied

on the data set, and the most relevant features were selected by the algorithms. The accuracy

of two different rule sets were evaluated. The rule set with 11 features obtained more accurate

results than the rule set with 13 features. Our results show that the proposed approach has the

ability to produce effective rules with highest accuracy for the detection of CAD.
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1 INTRODUCTION

Investigations show that coronary artery disease (CAD) is one of the main causes of mortality throughout the world. In the recent years, the

number of deaths due to the CAD is increasing, and, therefore, it is necessary to find the important factors contributing to the disease. Nowadays,

data mining is becoming increasingly popular and important in healthcare. Medical data is different from other data sets. The patient records

sometimes lack specific data, and such incomplete data sets should be considered in preprocessing steps (Kononenko, 2001). Other aspects of

medical data include ethical issues, data security, and uncertainty and errors (Cios & Moore, 2002; Kononenko, 2001).

The heart disease is a general term used for a diverse type of diseases that affect the heart (Srinivas et al., 2010). Among them, CAD is the

most common cardiovascular condition (Arabasadi et al., 2017). The data mining techniques can be utilized to diagnose heart disease from the

patient's clinical data, which may contain data about patients that is interrelated or incomplete (Kavitha & Kannan, 2016).

Initially, the data repository is preprocessed, which has a direct impact on the quality of the final results. The preprocessing phase, which is the

first step in the association of rule mining is used to deal with missing values. Data mining techniques are used for different goals, which depends
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on the modelling objective. Two of the most common modelling objectives are classification and prediction (Palaniappan & Awang, 2008).

Classification models predict classes for data set elements, and numeric prediction models are used for modelling continuous valued functions.

The classification rule discovery is one of the important tasks in data mining, which aims at finding a small set of rules from the training

data set. The purpose of classification is to predict the class ci for an intended data input. Various classification techniques exist including

decision trees, rough set methods, statistical methods, logistic regression, naive Bayes, support vector machines, and neural networks (Abdar

& Zomorodi-Moghadam, 2018; Apté & Weiss, 1997; Bazan et al., 2000; Mazurowski et al., 2008; Safavian & Landgrebe, 1991). In particular,

decision trees run a hierarchical procedure to recursively partition the data set until all subsets fit a particular class (Friedl & Brodley, 1997).

The classification problem is a difficult task owing to the large number of parametres involved. The robustness of evolutionary algorithms

and the fact that they perform a global search in the space makes them to extract rules and mine data. New evolutionary algorithms, such as

ant colony optimization algorithm, particle swarm optimization (PSO) algorithm, and also genetic algorithm (GA) have been employed to extract

interesting rules and patterns from data sets (Mukhopadhyay et al., 2014; Sousa et al., 2004). For example, GA has been applied to classification

tasks (Fidelis et al., 2000; Hemanth & Anitha, 2019; Yang & Honavar, 1998). Moreover, the PSO algorithm, which is a meta-heuristic algorithm

derived from the social behaviour of some animals and insects like birds, bees, and so forth, has grown significantly and used in many applications

(Mishra, 2016). The PSO utilizes few operators and also its relative simplicity and information-sharing mechanism related to this method have

made it a good candidate in which can be extended from single to multi-objective optimization (Tahyudin & Nambo, 2017). Many optimization

problems can be solved by PSO algorithm, but applications in data mining is a relatively new area of research (Wang et al., 2007).

In this work, a modified PSO algorithm is applied on the CAD data set to discover the classification rules. The classification rules are encoded in

particles of the PSO algorithm, and particles are updated according to PSO equations. As the CAD data set consists of attributes of real, integer,

and binary type, particles have these data types in their encoding. We proposed modified velocity and position calculation for binary attributes.

To the best our knowledge, this is the first study for applying PSO algorithm for rule discovery in diagnosis of CAD. Moreover, in this study, a

hybrid of real and binary PSO is proposed. In other words, our proposed methodology combines two types of PSO in diagnosing CAD.

The rest of the article is organized as follows: the background about CAD and method employed are presented in Section 2. Then in Section 3,

the related works using evolutionary algorithms to produce the rules are discussed. The brief explanation about the PSO algorithm is provided in

Section 4. In Section 5, the proposed methodology will be discussed. Experimental results of the proposed algorithm are reported in Section 6,

and finally in Section 7, we conclude the paper with a few proposals for future work.

2 BACKGROUND

The task of classification has been extensively studied in data mining, and over decades, many approaches have been proposed to do it. Assuming

a data set  consisting of d items and each having k attributes or features and a respective outcome or class ci, the classification is the process of

predicting a certain outcome or class for an unknown item by examining the features of each item in . The outcome of the classification can be

a model or a function, which describes the class of each data item (Han et al., 2011).

One of these models is classification rules, which is represented as IF-THEN rules (Abdar et al., 2015; Han et al., 2011), and this model is used in

this paper for classification.

Definition 1. Rule discovery algorithm is essentially the algorithm that is used to produce some IF-THEN rules for classification.

The input to the rule discovery algorithm is the data from the training set of a given data set consisting of samples (xi, yi)i=1,… ,n . xi is the input

and in our case; it is a vector with the size k, equal to the number of attributes in the data set, and yi is the label that we try to predict.

3 RELATED WORK

Nowadays, with the increasing development in data mining applications in human life, working with large amount of data is possible. Data mining

has many applications in different areas such as marketing, banking, business, healthcare, and so forth. (Abdar et al., 2018; Berry & Linoff, 2004;

Bigus, 1996; Chye & Gerry, 2002). With the help of data mining, useful patterns of information can be extracted from the data to classify

automatically and reduce the manual labor.

Data mining tasks have been successfully utilized in healthcare, where there are many applications in this sector due to huge amount of

data being generated (Abdar, 2015; Acharya et al., 2003; Acharya et al., 2012; Ksiażek et al., 2019). In one of the earliest works, data mining

technique has been applied to detect acute myocardial infarction detection (Baxt, 1990). The neural network showed better performance than

other approaches.

The performance of different data mining techniques for medical application has been investigated in Lavra c (1999). The authors have

considered decision tree algorithms and Bayesian classifiers in their work. Compared with decision trees, authors believed that the explanation

of decisions made by the naive Bayesian classifier is more appealing to physicians.

Data mining techniques have also been applied for multi-disease prediction modelling (Chang et al., 2011) and common risk factors of two

diseases including hypertension and hyperlipidemia. A two-stage procedure has been applied. In the first stage, six data mining approaches have
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been used, and the risk factors for hypertension and hyperlipidemia have been identified. In the second stage, multivariate adaptive regression

splines (Friedman, 1991) method has been used for the construction of a predictive model based on the common risk factors of two diseases.

In artificial intelligence, many computational intelligence systems have been proposed. Many of these algorithms have applications in machine

learning. The GA, ant colony optimization, artificial immune system, and PSO are some of the well-known evolutionary algorithms in machine

learning. Many attempts have been made to apply evolutionary computation algorithms as machine learning techniques (Zhang et al., 2011) and

these algorithms yielded excellent performances using medical data sets (Freitas, 2003). The GA has been applied on real-world data sets in

the medical domain to discover the classification rules (Fidelis et al., 2000). In Pławiak (2018b), GA has been used at different stages of cardiac

health recognition, and also in another work, the author has applied GA using ensemble technique for myocardium dysfunction recognition

(Pławiak, 2018a). In another work (Tayefi et al., 2017), GA was used to produce the initial weights of neural network and then classified using

neural network. The PSO has been applied for data clustering and has showed comparable performance to k-means clustering (Van der Merwe

& Engelbrecht, 2003). The authors have also extended the algorithm to use k-means clustering algorithm as the initial step to seed the swarm.

The PSO has been also applied for classification task (Sousa et al., 2003; Sousa et al., 2004). In these two works, three PSO variants have been

compared. The experiments have been conducted using three different data sets. The role of the PSO algorithm for rule discovery is to find

and return the most appropriate rules for the classification task. The selection criterion for the rules is related to the number of instances in the

training set, which were classified by those rules correctly. The rules discovered from the classification algorithm go through a pruning process,

and unnecessary attribute tests are removed. The accuracy of the rule set has been carried out by tenfold cross-validation method.

Rule discovery has been studied in Hassoon et al. (2017) using GA for liver disease prediction. The algorithm does not use GA to produce rules

from scratch, but instead, it applies the rules released from Boosted C5.0 classification as input to the algorithm. The GA improves the rules to

obtain higher accuracies.

The PSO-based rule mining has been used in Wang et al. (2007) and tested with few data sets including Wisconsin breast cancer, Ljubljana

breast cancer, heart disease, dermatology, tic-tac-toe, and hepatitis. Its performance has been compared with Ant-Miner and organizational

coevolutionary algorithm classification (OCEC), which is a genetic classifier algorithm where evolutionary operations act on the given data directly

(Liu et al., 2003). It has been shown that the accuracy of the PSO is better than Ant-Miner and OCEC. Also, the number of rules are discovered

by PSO, and also its run time has been less than both Ant-Miner and OCEC.

In Alkeshuosh et al. (2017), PSO has been used for producing the rules for diagnosing heart disease. They have encoded the rules using the

attributes of the data set. Each particle is divided into three parts. The first part is a bit, which can be either zero or one, indicating that the

corresponding attribute is inactive or active, respectively. The second part represents the operator used for connecting the attributes in the rule,

and the third part is the value of the attribute itself. The fitness function consists of the number of the accuracy parametre and the number of

attributes in the data set. Then the authors compared their work with C4.5 algorithm and showed that the PSO has obtained better accuracy as

compared with the C4.5 decision tree algorithm.

Regarding the feature selection approaches, authors in Wosiak and Zakrzewska (2018) have suggested a feature selection algorithm based

on three different algorithms including reverse correlation algorithm, classical floating search method, and ReliefF algorithm. Then two existing

clustering algorithms, expectation–maximization, and k-means were applied, and the clusters for patients were created. It was shown that the

performance of reverse correlation algorithm algorithm is like two other feature selection approaches and is even better. It is an unsupervised

learning and has more flexible applications.

4 PSO ALGORITHM

The PSO is based on the simulation of social behaviour of a population. It was first introduced in Eberhart and Kennedy (1995) and modified

in Shi and Eberhart (1998). It is simple and easy to implement. Hence, it has been used in different fields such as function optimization, signal

processing, machine study, the model classification, and so forth (Bai, 2010).

The algorithm is based on the idea of swarm intelligence (Bai, 2010). The basic elements of the PSO algorithm are particles. Each particle

has some properties and can communicate with other particles in the system. Each particle is equivalent to an individual in genetic-based

representation, and the swarm is a population of particles. The PSO is some kind of the population-based optimization algorithm and checks

for the solution in the search space. Each particle has a position, and the position of each particle shows a potential solution to the problem in

the hand. A swarm of n particles are distributed in the D-dimensional search space. Each particle i has a current position xi, velocity vi, and its

personal best position pi, which is the best experience of that particle so far, according to the given fitness function. There is also a best position

encountered by the whole swarm denoted as pgb. The direction for the movement of a particle is based on four components: current velocity of

the particle, current position of the particle, its best position so far, and position of the best particle or particles in the swarm. This direction is

calculated and placed in a parametre called velocity. Hence, all iterations of the algorithm update the position of the particles in the swarm based

on their calculation of velocity as Equations (1) and (2; Shi, 2001):

Xi(t + 1) ← Xi(t) + Vi(t), (1)

Vi(t + 1) ← WVi(t) + C1r1(pbesti(t) − Xi(t)) + C2r2(gbest(t) − Xi(t)). (2)
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In these equations, Xi(t) shows the current position of particle i at time t, and Vi(t) is the velocity of particle i at time t, which is based on two

best values. The first one is pbesti(t), which is the best position found by particle itself so far, and the second is gbest(t), which is the best position

found so far by the whole swarm. W is an inertia coefficient, C1 and C2 are positive constants called acceleration coefficients, which determine

the relative acceleration towards pbesti and gbest. r1 and r2 are two random variables within the range of 0 and 1. So the next position of the

particle Xi(t + 1) is obtained by Equations (1) and (2).

5 PSO-BASED RULE DISCOVERY FOR CAD

In this work, a PSO-based algorithm is proposed to discover the classification rules in the real-world data set. A set of random classification

rules are encoded in the particles using PSO representation, and then according to their accuracy, they are changed and improved until some

classification rules with high accuracy are achieved. In this section, first, the components of the PSO algorithm for rule construction are described,

and then the proposed algorithm for rule discovery problem using PSO as the base algorithm is presented.

As each particle includes the values of different attributes in the data set and the data set consists of different data types, the proposed

algorithm has some differences with the original PSO algorithm. Different data types affect particle encoding and position calculation of particles,

which is already affected by velocity calculation of the particles.

5.1 Data set evaluation for different data types

Our data set contains numerical and categorical data. The numerical data is further divided into real and integer data types. The categorical data

is also divided into binary and multivalued data types. The most relevant features or attributes are selected by an appropriate feature selection

algorithm, and then the algorithm is applied to the new data set.

5.2 Particle encoding and rule representation

Like other population-based optimization algorithms, there should be a representation for particles in the system. Two different approaches have

been considered in the literature for encoding a rule (Casillas et al., 2007; Freitas, 2013).

The first one encodes each individual of the population as a set of rules, which is an entire candidate solution. This approach is called Pittsburgh

method. The solution for the problem of rule discovery is essentially a set of rules rather than a single rule. Thus, encoding a complete set of rules in

a single particle seems a natural encoding in evolutionary based rule discovery algorithms. But in fact, it results in a big and complicated encoding.

In the second method, an individual represents a single rule. This approach is known as the Michigan method. In this work, Michigan method is

used. So each particle shows a single rule for the given data set. At the end of the execution of the algorithm, the best generated rule is selected.

Therefore, the algorithm should be executed several times to obtain a set of rules. It is also possible to select a set of best rules for each execution

of the algorithm. This approach is useful when the number of classes is noticeable, and, actually, it is not possible to run the algorithm many times.

Encoding just one rule in a particle is appropriate for data sets with two or limited number of classes because as discussed, the algorithm is

executed once for each class of data.

5.2.1 Particle structure

A rule has an IF-THEN form, where IF part or antecedent is a conjunction of conditions, and THEN part or consequent is the prediction. Hence,

the particle should include the IF and THEN parts of just one rule (Michigan method; Casillas et al., 2007).

Encoding the rule consequent (THEN part)

There are two approaches for representing the rule consequent. In the first one, the rule consequent is encoded in the particle, and a number

of bits are added to the particle for the rule consequent. In the second approach, the rule consequent is not encoded in the particle, and all

particles are assumed the same rule consequent. This approach simplifies the PSO design including the fitness calculation and also calculating

the position of particles, but the PSO should be run once for each rule consequent. In particular, this approach is appropriate when the number

of rule consequents are limited. Our data set consists of two rule consequents, class for patients and healthy peoples. We have used the later

approach and did not encode the rule consequent in the particle, and therefore, we executed the PSO once for each rule consequent or class.

Thus, by using Michigan method, each particle represents only one rule, and by not including the consequent of the rule in the encoding, the

particle consists of encoding of just the antecedent part of that rule.

Encoding the rule antecedent (IF part)

The structure of each particle, which is the encoding of the rule antecedent (IF part), is as follows:

The particle is divided into n, almost equal size, segments devoted to different conditions of the rule, where n is the number of selected

features in the data set. An implicit logical AND operator is also assumed between different segments of each particle. Each segment contains

the lower and upper bounds of the corresponding attribute or just the exact value of it, depending on the type of that attribute and a bit that
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FIGURE 1 Particle structure representing a rule

FIGURE 2 A sample encoding for rules

indicates the existence of the attribute in the rule. So each segment of the particle is divided into two or three parts for numerical and categorical

attributes, respectively. The segments for numerical attributes are called n_segment and segments for categorical attributes are called c_segment.

The detail of the structure of each segment of the particle, for numerical and categorical attributes, is described below.

Numerical attributes

n_segmenti 0 ≤ i ≤ c; where n is the number of numerical attributes is further divided into three fields. The first part is li and indicates the lower

bound of that attribute in the rule. The second part is ui, and it indicates the upper bound of that attribute in the rule, and the last part is a bit

called n_activei that is "1" if that attribute is presented in the rule, that is, it is an active attribute, and "0" otherwise.

Categorical attributes

c_segmenti 0 ≤ i ≤ k; where k is the number of categorical attributes is further divided into two fields. The first part is vi that shows the assumed

value of that attribute in the encoding, and the second part is for the field "active" and is called c_activei.

According to the above discussion, the encoding of the particle is presented in Figure 1.

For example, a rule with three active attributes out of total four attributes in the data set and the encoding of Figure 2 is expressed as if

10 < att1 < 37 ∧5 < att3 < 100 ∧att4 = 3. As it can be seen, the THEN part is not encoded in the rule. In other words, the class label of rules is

not included in the encoding.

In this work, all particles belong to the same class of interest. Thus, when the fitness function is computed for particles, they are assumed the

same implicit class. Hence, to generate the rules for the other class, a separate run of the algorithm is performed.

Our data set has just two classes, c1 for healthy people and c2 for patients with CAD. Therefore, the algorithm is required to be executed once

for each class, and run gives the rules for that specific class.

Another issue is the type of attributes in data mining tasks. In this work, we have two types: categorical and numerical types. Therefore, PSO

algorithm should be modified for rule discovery to provide a way for encoding these two different types of attributes.

This work combines the categorical and numerical attributes in the encoding of a particle. Excluding the class of the data in the particle

encoding, the number of fields in the particle is obtained by Equation 3. In fact, in the proposed approach, the class of the data is not included in

the particle encoding.

particlesize = 3Nnumeric + 2Ncat, (3)

where Nnumeric is the number of numerical attributes in the data set and Ncat is the number of categorical attributes in the data set.

Using the above notation, the number of attributes is Natt = Nnumeric +Ncat . Each rule has an antecedent part that is a conjunction of conditions

and a rule consequent that shows the predicted class if the antecedent part is correct, so the rule takes the following form:

if (a conjunction of the conditions or attributes' values) then class = ci

Each instance in our data set is mapped into one of the two classes "CAD" with label c1 for healthy people and "Normal" with lable c2 for

those with CAD. Therefore, as there are two distinct classes in our data set, which appeared in the rule consequent, two separate running of the

algorithm are performed. Each run of the algorithm considers one of the classes as the rule consequent, and the fitness of the rule is measured

by assuming class as the predicted class of the rule.

5.3 Evaluation function

As other evolutionary algorithms, there should be a metric for evaluating the quality of each particle in the swarm. Here, each particle represents

a rule. The quality of each rule is related to the number of instances that rule can predict correctly. Four evaluation metrics are measured for that

rule in the training set, which are true positive, true negative (TN), false positive, and false negative (Han et al., 2011).

Thus, the evaluation process takes the rule and applies the rule to each data instance in the training set to generate the above evaluation

metrics. Then, the values of these metrics are applied to an evaluation function.
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Several evaluation functions are used in the literature to measure the effectiveness of rules generated in the classification system. Some of

them are accuracy, precision, and sensitivity.

The above-mentioned evaluation functions show the quality of the generated rule and have been used in the literature alone or in combination

to evaluate the effectiveness of a rule.

Combination of precision and sensitivity can be used by their multiplication as precision × sensitivity. A very specific rule has high precision

and low sensitivity, and so the value of the fitness function is not very high (Freitas, 2013).

Having the accuracy, sensitivity, and precision of a rule, we express the fitness function as a weighted combination of two terms as indicated in

Equation 4. The first term is precision × sensitivity, and another by the rule divided by the total data instances in the data set. Including accuracy

in the fitness function also leads to the contribution of the last measure (TN) in rule evaluations.

Fitnessfunction = w1(precision × sensitivity) + w2(accuracy) (4)

5.4 Position calculation of particles

Particles in our problem are the rules generated for the CAD. The attributes of the corresponding data set are of different types, having both

categorical and numerical attributes consisting of integer and real attributes. So according to the velocity equation of PSO, the velocity calculation

of each particle includes binary, integer, and real-valued items. In the velocity calculation, addition, multiplication, and subtraction operators act

on the particle. In our problem, the particle includes data items with different types. In fact, we should define operators for numerical attributes,

equivalent to addition, subtraction, and multiplication for real and integer types.

In this work, a new scheme is proposed to solve the hybrid real–binary particle representation and is given below:

First, in the preprocessing stage, the data set is reordered, and all numerical attributes are placed next to each other. And after obtaining the

real-valued attributes, the velocity is calculated according to Equations (5) and (6) for real-integer and binary attributes, respectively. The binary

PSO has been suggested in some works like (Kennedy & Eberhart, 1997; Liu et al., 2004; Xue et al., 2012) to solve the problem of binary encoding

of particles. According to Equation (6), the addition, subtraction, and multiplication for binary attributes are replaced by logical operators ∨, ⊕,

and ∧, respectively.

Real attributes (the same as Equation 2):

Vi(real,integer)(t + 1) = W × Vi(t) + C1 × (pbesti − Xi(t)) + C2 × (gbest − Xi(t)). (5)

Binary attributes:

Vi(binary)(t + 1) = [r ∧ Vi(t)]vee(r ∧ (pbesti ⊕ Xi(t))) ∨ (r ∧ (gbestj ⊕ Xi(t))), (6)

where ∧, ∨, and ⊕ are bitwise logical operations, AND, OR, and XOR, respectively.

The parametre r is a random number between 0 and 1, rounded to the nearest 0 or 1.

Integer attributes:

For integer attributes, the velocity is calculated as Equation (5), and then it is rounded up to the next integer value. As active fields have also

binary values, for calculating the velocity, they are treated like binary attributes as Equation (7):

acti(t + 1) = r ∧ acti(t) ∨ r ∧ (actpbesti ⊕ acti(t)) + r ∧ (gbestj ⊕ acti(t)), (7)

where r is a random number between 0 and 1, rounded to the nearest 0 or 1.

Using the velocity of each particle, the position is updated according to Equation (1), with a small change for binary types.

Real and integer attributes are same as Equation (2).

Binary attributes are indicated in Equation (8).

Xi(t + 1) = Xi(t) ∨ Vi(binary)(t), (8)

where ∨ is bitwise logical operation, OR.

In the final step, to update the position of particles, they are checked against the minimum and maximum boundaries of attributes as follows:

Real and integer attributes:

for all particles i do

for all attributes (j) of particle (i) do

if attribute (j) is active then

lower bound attribute (j)= max (X(i),min_attribute)

upper bound attribute (j) = min (X(i),max_attribute)

end if

end for

end for
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where min_attribute and max_attribute are the minimum and maximum possible values of attribute i, respectively.

Binary attributes:

As the position of the particle at binary-valued indices is zero or one, there is no need to adjust these values to the boundaries.

5.5 Outline of the algorithm

Based on the particle encoding and fitness function of Equation (4), the PSO algorithm is applied to the data set.

First, the data set is separated into two training and test sets. In our tests, the 10-fold cross-validation approach is used. The outline of the

Algorithm 1 and Algorithm 2 for rule discovery is as follows:
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TABLE 1 Selected features for each feature selection algoritm
Feature Number of Selected attributes

selection attributes

approach

FS1 11 Age, K, EF-TTE, airway dis-
ease, typical chest pain, Q
wave, Tinversion, ESR, DM,
HTN, Region RWMA

FS2 13 Age, ESR, K, EF-TTE, BP, DM,
HTN, typical chest pain, atyp-
ical, Q wave, St depression,
Tinversion, region RWMA

Abbreviations: BP, blood pressure; DM, diabetes milletus;
EF-TTE, ejection fraction transthoracic echocardiogra-
phy; HTN, hypertension; RWMA, regional wall motion
abnormalities.

1) The initial random swarm is generated where the size of each particle is obtained by Equation (1). The swarm size is given in Table 1.

Basically, this swarm is an array of random rules. Considering the proposed encoding for the particles, each real or integer attribute in the

encoding has an upper bound and a lower bound for its value. These bounds are based on the minimum and maximum values of these

attributes in the data set. So the randomly generated rules are bound to some minimum and maximum values.

2) The fitness for each particle in the swarm is calculated. The fitness function requires the calculation of evaluation metrics namely true

positive, TN, false positive, and false negative. So before calling the fitness function, the algorithm goes through the training set with one

training item at a time and evaluates if the rule matches that specific training item in the data set or not.

3) The initial swarm goes through the main loop of the algorithm, and the initial rules are improved interatively according to the PSO

equations. At the end of each run of the iteration loop, the best rules in that swarm and the best global rule are selected.

4) At the last iteration, the overall best rule in the swarm is selected.

5) The accuracy of the best discovered rule is tested using the test data.

According to the outline of the PSO-based algorithm, our proposed system provides the best rules from a search space of all possible rules.

As the search space is very huge, the evolutionary algorithms are a good candidate for producing the discovery rules. PSO, especially, is a very

efficient global search evolutionary algorithm, with few algorithm parametres and light computations. The model is built at the end of the PSO

loop, where the last generation contains the near optimal rules in terms of their accuracies on the train set. Then, the accuracy of the model is

evaluated on the test set. So by applying a new data to this model, it classifies the specific data into the class patient or healthy, using the final

discovered rules of the model. The flowchart of the proposed system is provided in Figure 3.

6 EXPERIMENTS

There are several steps that need to be performed before starting the experiment, like selecting the appropriate system configuration and

data set.

6.1 System configuration

The implementation of the proposed algorithm has been conducted in MATLAB on a 2.7 GHz Intel Core i7 processor with 8 GB of RAM.
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6.2 Data set

The data set for extracting rules were taken from UCI machine learning repository for CAD (Asuncion & Newman, 2007). The CAD data set

consists of 303 records and 56 attributes classified into two different categories, CAD and normal. The patients with diameter narrowing greater

than or equal to 50% are categorized as CAD, and the rest are categorized as normal.

6.3 Feature selection approach

To decrease the number of irrelevant features in the data set, two different feature selection algorithms were used. The first one was

multi-objective evolutionary search with 11 features, and the second one is PSO search with 13 features. We named these feature selection

approaches as feature selection 1 (FS1) and feature selection 2 (FS2), respectively. Table 1 shows the resulted features for both feature selection

techniques.

6.4 Parametre tuning

The chosen PSO parametres are indicated in Table 2. The number of iterations was selected using trial and error in 10 runs of the

algorithm.

The weights of the fitness function were selected as w1 = 0.8 and w2 = 0.2. To evaluate the accuracy of the proposed algorithm, the generated

rule set is applied to the test set, and the percent of instances that the rule set predicts accurately is considered as the accuracy rate of that rule

set. Equation 4 was applied to the rule set for testing.

The discovered rules for 10 runs of the algorithm from the first experimental setup and for feature selection FS1 and FS2 are presented in

Tables 3 to 6. Tables 3 and 4 show the rules obtained using FS1 and for class c1 and c2 of the data set, respectively. Similarly, Tables 5 and 6

show the rules obtained using FS2 and for classes c1 and c2 of the data set, respectively.

In this work, 10-fold cross-validation technique was used to train and test the accuracy of the rules. The accuracy of rules for class c1 and for

different training and test sets is illustrated in Figure 4, and the accuracy of rules for class c2 and for different training and test sets is illustrated

in Figure 5.

FIGURE 3 Flowchart of the proposed system

Parametre Value

Maximum number of iterations 300

Swarm size 200

W 0.75

C1 0.5

C2 0.5

TABLE 2 The particle swarm optimization parametres in the hybride binary–real particle swarm
optimization algorithm for rule discovery
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TABLE 3 Rules extracted by the hybrid binary–real particle
swarm optimization algorithm using feature selection 1 for
class c1

Number Rule

1 3 < Age < 67 ∧ Airwaydisease = 0

∧QWave = 0 ∧ TypicalChestPain = 0

52 < Age < 80 ∧ Airwaydisease = 0∧
DM = 0 ∧ TypicalChestPain = 0

2 54 < Age < 85 ∧ HTN = 0 ∧ TypicalChestPain = 0

37 < Age < 81 ∧ TypicalChestPain = 1 ∧ RegionRWMA = 0

∧Qwave = 0 ∧ TypicalChestPain = 1

3 48 < Age < 68 ∧ 34 < EF − TTE < 58∧
QWave = 0 ∧ TypicalChestPain = 0

3 < k < 6 ∧ 21 < EF − TTE < 58 ∧ Tinversion = 0

∧HTN = 0 ∧ TypicalChestPain = 0

4 31 < Age < 85 ∧ DM = 0 ∧ HTM = 0

∧TypicalChestPain = 0

34 < Age < 84 ∧ DM = 0∧
∧TypicalChestPain = 0 ∧ RegionRWMA = 0

5 37 < Age < 62 ∧ Airwaydisease = 0∧
Tinversion = 0 ∧ HTN = 0 ∧ TypicalChestPain = 0

HTN = 0 ∧ TypicalChestPain = 0

6 36 < Age < 63 ∧ 3 < k < 5 ∧ DM = 0

∧HTN = 0 ∧ TypicalChestPain = 0 ∧ RegionRWMA = 0

35 < Age < 68 ∧ 3 < K < 5 ∧ Airwaydisease = 0 ∧ Qwave = 0

Tinversion = 0 ∧ TypicalChestPain = 0

7 35 < Age < 65 ∧ TypicalChestPain = 0

6 < ESR < 67 ∧ 4 < K < 6 ∧ Airwaydisease = 0

∧Qwave = 0 ∧ Tinversion = 0 ∧ TypicalChestPain = 0

8 31 < Age < 76 ∧ DM = 0 ∧ TypicalChestPain = 0

45 < Age < 65 ∧ Airwaydisease = 0 ∧ QWave = 0

∧DM = 0 ∧ HTN = 0 ∧ TypicalChest = 0

9 31 < Age < 76 ∧ DM = 0TypicalChestPain = 0∧
32 < Age < 78 ∧ 4 < K < 6 ∧ Tinversion = 0 ∧ TypicalChestPain = 0

10 38 < Age < 60 ∧ TypicalChestPain = 0 ∧ RegionRWMA = 0∧
1 < ESR < 76 ∧ TypicalChestPain = 0

TABLE 4 Rules extracted by the hybrid binary–real PSO algorith
using feature selection 1 for class c2

Number Rule

1 Airwaydisease = 0 ∧ Qwave = 0∧
Qwave = 0 ∧ Typicalchestpain = 1

2 Airwaydisease = 0 ∧ typicalchestpain = 1

3 < K < 5 ∧ Qwave = 1 ∧ Typicalchestpain = 1

3 Qwave = 0 ∧ Typicalchestpain = 1

2 < ESR < 79 ∧ Typicalchestpain = 1

4 40 < Age < 83 ∧ Airwaydisease = 0

47 < Age < 75 ∧ HTN = 0

5 4 < K < 6 ∧ BP = 0 ∧ Qwave = 1

HTN = 1 ∧ Typicalchestpain = 1

6 Airwaydisease = 0 ∧ HTN = 1∧
31 < EF − TTE < 55 ∧ Typicalchestpain = 1

7 34 < Age < 76 ∧ 3 < K < 6∧
26 < EF − TTE < 59 ∧ TypicalChestPain = 1

Qwave = 0 ∧ TypicalChestPain = 1

8 4 < k < 6 ∧ Airwaydisease = 0∧
3 < K < 6 ∧ HTN = 1

9 Qwave = 0 ∧ Typicalchestpain = 1∧
3 < K < 5 ∧ 29 < EF − TTE < 52 ∧ Airwaydisease = 0∧
TypicalChestPain = 1

10 31 < Age < 83 ∧ 3 < k < 5 ∧ Airwaydisease = 0 ∧ Qwave = 0

∧Qwave = 0 ∧ Typicalchestpain = 1

Abbreviations: BP, blood pressure; EF-TTE, ejection fraction transthoracic
echocardiography; HTN, hypertension.
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Number Rule

1 4 < K < 6 ∧ 118 < BP < 181 ∧ Atypical = 1

∧Qwave = 0 ∧ Stdepression = 0

37 < Age < 71 ∧ 93 < BP < 174 ∧ HTN = 0∧
Typicalchestpain = 0 ∧ Qwave = 0 ∧ Stdepression = 0

2 41 < Age < 79 ∧ 16 < ESR < 85∧
3 < K < 5 ∧ DM = 0 ∧ Atypical = 1

36 < Age < 77 ∧ 4 < K < 6 ∧ Atypical = 1

∧Stdepression = 0

3 4 < K < 6 ∧ 97 < BP < 189∧
TypicalChestPain = 0

Typicalchestpain = 0 ∧ Atypical = 0 ∧ QWave = 0

∧Stdepression = 0

4 DM = 0 ∧ Atypical = 1 ∧ QWave = 0

∧Tinversion = 0 ∧ RegionRWMA = 0

48 < Age < 67 ∧ HTN = 0 ∧ Atypical = 1

∧Tinversion = 0

5 48 < Age < 73 ∧ DM = 0 ∧ HTN = 0∧
QWave = 0 ∧ Tinversion = 0

37 < Age < 71 ∧ 93 < BP < 174 ∧ HTN = 0∧
Typicalchestpain = 0 ∧ QWave = 0 ∧ Tinversion = 0

6 42 < Age < 64 ∧ 4 < K < 5 ∧ 130 < BP < 155∧
Typicalchestpain = 0 ∧ Stdepression = 0 ∧ Tinversion = 0

36 < Age < 77 ∧ 4 < K < 6 ∧ Atypical = 1 ∧ Stdepression = 0

7 Typicalchestpain = 0 ∧ QWave = 0

2 < ESR < 60 ∧ 3 < K < 6 ∧ 35 < EF − TTE < 56 ∧ Atypical = 1

8 35 < Age < 73 ∧ DM = 0 ∧ Atypical = 1

∧Stdepression = 0

3 < ESR < 87 ∧ 3 < K < 6 ∧ DM = 0∧
Typicalchestpain = 0 ∧ Atypical = 1

9 3 < ESR < 87 ∧ 3 < K < 6∧
Typicalchestpain = 1 ∧ HTN = 0

Typicalchestpain = 0 ∧ QWave = 0

10 32 < EF − TTE < 60 ∧ StDepression = 0∧
Typicalchestpain = 0 ∧ Tinversion = 0

Typicalchestpain = 0 ∧ Qwave = 0 ∧ DM = 0

Abbreviations: BP, blood pressure; DM, diabetes milletus; EF-TTE, ejec-
tion fraction transthoracic echocardiography; HTN, hypertension; RWMA,
regional wall motion abnormalities.

TABLE 5 Rules extracted by the hybrid binary–real particle swarm
optimization algorithm using feature selection 2 for class c1

The execution time of the algorithm is influenced by both the algorithm parametres and data set size. The relevant factors are data set size and

PSO parametres like iteration number and population size. Actually, by using the PSO algorithm for rule discovery, we first produced few random

rules and learned them by PSO using the whole training data. Then, the algorithm improved the rule set, and the best rules were extracted to

discover the most relevant factors in classification of CAD data set.

Using PSO algorithm for rule discovery has the advantage of searching the fittest area without needing to examine the whole solution space

exhaustively.

Although rule induction algorithms are used for rule discovery tasks, they search the space of candidate solutions locally and hence may not

reach a globally acceptable solution like PSO and other evolutionary-based algorithms. Compared with other evolutionary algorithms, PSO has

often been used for continuous optimization problems. Here, by changing PSO operators for discrete parts of the particle, it was appropriately

adopted for nominal values of attributes. In addition, PSO is more computationally efficient than evolutionary algorithms like genetic algorithm,

while yielding the same performance. On the other hand, whereas most approaches for rule induction benefit from local search to find best

rules in the problem space, evolutionary algorithms do global search, and so they can discover some interesting rules that other methods cannot

discover them (Freitas, 2013). Moreover, in this work, by considering the exact nature of the rules, we made few specific changes at the PSO

operations to better fit it for discovering rules.

At the end of each run of the algorithm, 10 rules are kept. Tables 3 and 4 show the rules for class c1 and c2 of the algorithm and with FS1

feature set, respectively. Tables 5 and 6 represent the rules for class c1 and c2 with FS2 feature set. The discovered rules have many meaningful

information about the risk factors of CAD. For example, it can be observed that typical chest pain feature, which is one of the main risk factors

of CAD disease, has zero value for almost all cases in Table 3, and in contrast, it has the value one in Table 4, which is the class of patients. So
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TABLE 6 Rules extracted by the hybrid binary–real
paticle swarm optimization algorithm using feature
selection 2 for class c2

Number Rule

1 33 < Age < 81 ∧ 24 < EF − TTE < 52

3 < ESR < 51 ∧ 4 < K < 6

2 49 < Age < 79 ∧ 3 < K < 5 ∧ Typicalchestpain = 1

∧Atypical = 0 ∧ Tinversion = 0

114 < BP < 181 ∧ DM = 0 ∧ HTN = 1

3 41 < Age < 77 ∧ 4 < ESR < 80 ∧ 92 < BP < 187

∧Typicalchestpain = 1

39 < Age < 79 ∧ HTN = 1 ∧ Atypical = 0

4 5 < ESR < 59 ∧ 3 < K < 6

36 < Age < 66 ∧ Typicalchestpain = 1 ∧ Tinversion = 0

5 3 < k < 6 ∧ 120 < BP < 149 ∧ Atypical = 0

HTN = 1 ∧ Typicalchestpain = 1

6 18 < ESR < 64 ∧ 3 < K < 6 ∧ Typicalchestpain = 1

51 < Age < 81 ∧ 3 < K < 5

7 4 < K < 6 ∧ Atypical = 0 ∧ Tinversion = 1

109 < BP < 186 ∧ Atypical = 0 ∧ Stdepression = 0

8 9 < ESR < 77 ∧ Atypical = 0 ∧ Tinversion = 1

3 < K < 6 ∧ DM = 1 ∧ Atypical = 0

9 5 < ESR < 86 ∧ 4 < K < 6 ∧ 98 < BP < 154

∧Atypical = 0 ∧ Stdepression = 0

3 < K < 5 ∧ 4 < EF − TTE < 35 ∧ Tinversion = 0

10 34 < Age < 76 ∧ 3 < K < 6 ∧ 26 < EF − TTE < 59 ∧ TypicalChestPain = 1

33 < Age < 59 ∧ Thyroiddisease = 1

Abbreviations: BP, blood pressure; DM, diabetes milletus; EF-TTE, ejection fraction transtho-
racic echocardiography; HTN, hypertension; RWMA, regional wall motion abnormalities.

FIGURE 4 The rules' accuracy of class c1 for different sample sets of
training and test sets

FIGURE 5 The rules' accuracy of class c2 for different sample sets of
training and test sets

our result emphasizes the importance of this rule as a risk factor for CAD disease. According to the common features between FS1 and FS2,

some other effective factors include Qwave, diabetes mellitus, hypertension, RegionRWMA, Tinversion, and erythrocyte sedimentation rate. This

result is approved by the discovered rules in Tables 3 to 6. For example, people with diabetes mellitus or thyroid disease have the probability of

having CAD according to the Rules 8 and 10 in Table 6. Hypertension is another prevalent risk factors of CAD among the most important ones.
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Method Class Precision (%) Sensitivity (%) Specificity (%) Accuracy (%)

Feature selection 1 class c1 70 70 91 84

Class c2 98 63 98 81

Feature selection 2 class c1 88 50 92 90

Class c2 99 60 99 82

TABLE 7 Algorithm accuracy for two classes
and two feature selections

Study Model Accuracy (%)

Alizadehsani et al. (2012) SMO 82.16

Alizadehsani et al. (2013) Bagging-C4.5 79.54 (LAD)

61.46 (LCX)

68.96 (RCA)

Alizadehsani et al. (2016) Combined information gain for all arteries-SVM 86.14 (LAD)

83.17 (LCX)

83.50 (RCA)

Babi c et al. (2017) SVM 86.67

Hu et al. (2019) Var- IBLMM

Zhang et al. (2018) 88.95 ± 3.84

Exp-CRBM

Proposed method Hybrid PSO 84.25

Abbreviations: Exp-CRBM,extend correlation restricted Boltzmann machine; LAD, left anterior
descending; LCX, left circumflex; PSO, particle swarm optimization; RCA, right coronary artery;
SMO, sequential minimal optimization; SVM, support vector machine; Var- IBLMM, variational
finite inverted beta-Liouville mixture model.

TABLE 8 Comparison of the accuracy provided by
the proposed particle swarm optimization for the
Z-Alizadeh Sani data with the accuracy results
available in the literature

This feature has been repeated in many rules in Tables 4 and 6 of class c2 or patient class, with the value one, and just one rule case has zero

value in the classpatients.

Our results show that the PSO with hybrid updating of particles is capable of producing acceptable rules for the given data set. Precision,

sensitivity, and specificity of two different classes and for two feature selections are reported in Table 7. This table also shows the average

accuracy of the algorithm for two different feature selections and for two classes separately. The comparison between the proposed PSO

algorithm and other classification algorithms for the Z-Alizadeh Sani CAD data set is provided in Table 8.

7 CONCLUSIONS AND FUTURE WORK

Rule discovery is a critical task for data mining. Producing the most effective and accurate rules in a given data set helps to obtain more accurate

automated detection. As medical data set classification problems are very important classification problems, this paper focuses on applying novel

hybrid PSO algorithm to the CAD data set in order to find the best rules, which are able to detect the given unknown data with high precision. We

used a hybrid PSO algorithm to cover both real-valued and binary attributes, which are common in existing medical data sets. The results indicate

that hybrid PSO can produce rules with average accuracy of about 85% for both classes. The accuracy of the second feature set (with 13 features)

was better than the first one (with 11 features). The current study shows that our proposed methodology provides simple and understandable

rules for CAD patients with significant performance. This work proposes an evolutionary algorithm (PSO), which generates rules in CAD domain

with high accuracy. Our findings (high performance) can help the large population with CAD and also clinicians to arrive at accurate diagnosis.

Also, it can be observed from the literature that deep learning methods play a significant role in the classification and prediction in various

domains (Faust et al., 2018; Jaganathan et al., 2019; LeCun et al., 2015; Yildirim et al., 2019; Yildirim et al., 2018; Zhang et al., 2019). The

application of deep learning methods for the detection of various diseases has yielded high performance. For example, Faust et al. (2018) reviewed

several studies, which applied deep learning methods on physiological signals. Yildirim et al. ((Yildirim et al., 2019)) investigated the performance

of deep learning methods on polysomnogram signals to detect the sleep stages automatically. Based on this evidence, it can be argued that deep

learning methods can be used for the diagnosis, prediction, and classification of various diseases and cancers. Thus, in our future works, we will

collect more CAD data and then will apply different deep learning algorithms such as convolutional neural network (Lu et al., 2019; Song et al.,

2019), long short-term memory (Miao et al., 2019), and recurrent neural network (Wang & Zhang, 2018).

Furthermore, we intend to optimize our proposed PSO algorithm and try other operators to update the velocity. We will also explore the

possibility of using other evolutionary algorithms in rule discovery and compare their performance against PSO. Another possibility for future

work is to use the whole rule set for particle encoding and to consider their interaction in the fitness.
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