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Abstract. Queuing theory has been extensively used in the modelling and performance 

analysis of cloud computing systems. The phenomenon of the task (or request) reneging, that 

is, the dropping of requests from the request queue often occur in cloud computing systems, 

and it is important to consider it when developing performance evaluations models for cloud 

computing infrastructures. Majority of studies in the performance evaluation of cloud 

computing data centres with the use of queuing theory do not consider the fact that the tasks 

could be removed from queue without being serviced. The removal of tasks from the queue 

could be due to the user impatience, execution deadline expiration, security reasons, or as an 

active queue management strategy. The reneging could be correlated in nature, that is, if a  

request is dropped (or reneged) at any time epoch, and then there is a probability that a request  

may or may not be dropped at the next time epoch. This kind of dropping (or reneging) of 

requests is referred to as correlated request reneging. In this paper we have modelled a cloud 

computing infrastructure with correlated request reneging using queuing theo ry. An M/M/1/N 

queuing model with correlated reneging has been used to study the performance analysis of the 

load balancing server of a cloud computing system. The steady-state as well as the transient 

performance analyses have been carried out. Important measures of performance like a vera ge 

queue size, average delay, probability of task blocking, and the probability of no waiting in the 

queue are studied. Finally, some comparisons are performed which describe the effect of 

correlated task reneging over simple exponential reneging. 

1. Introduction 

Cloud computing is a distributed [5], dynamic, cost-effective, and scalable computing paradigm that 
enables on-demand remote access of computing resources such as software, storage, and infrastructure 
over the internet. The service-oriented architecture of cloud computing can be broadly classified into 
three categories such as Software-as-a-Service (SaaS), Infrastructure-as-a-Service (IaaS), and 
Platform-as-a-Service (PaaS) [10]. The SaaS service model provides software applications directly  to  
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the end-user as a service. The IaaS service model provides computing infrastructure such as physical 
machines, virtual machines, virtual storage, and network to the user on-demand. The PaaS service 
model provides a runtime development environment and tools to developers as a service. 

The most popular configuration for cloud computing data centres that has been proposed and 
discussed by research scholars and practitioners consists of a master server or load balancer, several 
computing servers, and high-speed transmission systems [19]. The load balancer receives all requests 
and then schedules them to the appropriate computing servers, which performs the required 
computation and then send the result of the computation to the transmission system, which transmits it 
to the users, or the result of the computation is sent to a storage device. Since requests or tasks are 
queued in buffers when they arrive, and the servers are busy, cloud computing networks have been 
abstracted into a queuing network, and then used queuing theory to analyze its performance [8]. The 
performance indicators considered includes response time (delay due to waiting), task blocking 
probability (due to buffer overflow), probability of immediate service, and the mean number of tasks 
in the system [13]. 

Analytical modelling techniques offer less expensive methods for the design and evaluation of 
cloud computing systems as there is no need for carrying out expensive test-bed experiments [4] or 
discrete event simulations which are time-consuming and expensive. Analytical models can be used to  
have high-level insights into the behavior of the systems within short time periods. But, the results 
obtained from analytical models are approximations of the relative trends of the  performance 
indicators and may deviate from exact values [1]. The prediction and the estimation of the cost benefit 
of a strategy and the corresponding acceptable quality of service (QoS) may not be feasible by 
simulation or field measurements [2]; therefore there is a need of analytical methods f or analyzing 
cloud computing systems. 

The majority of studies in the performance evaluation of cloud computing data centre with the use 
of queuing theory do not consider the fact that tasks could be removed f rom q ueue without being 
serviced. The removal of a task from the queue could result from the impatience of the users. The 
removal of a task from the queue could be due to the expiration of its execution deadline, due to  
security reasons, or as an active queue management strategy (to avoid saturation or overflow of 
buffers). The dropping of requests before they are serviced is called the request or task reneging [11]. 
Request or task reneging in the context of cloud computing has been studied in [12, 7, 8, 3], but all the 
studies are based on steady-state queuing models, which necessitates the study of the transient 
behavior of cloud computing queuing systems with task reneging. Also, when a task is removed f rom 
the queue, other tasks in the queue that depend on it will equally be removed. Therefore, the removal 
or reneging of the task from the queue is correlated, and hence, a queuing model with task reneging 
can be applied to model correlated removal or reneging of tasks from queuing in a cloud computing 
data centre. The authors have discussed an analytical approach to model queuing systems with 
correlated reneging in [6, 9]. 

In this paper, we model a cloud computing data centre into a queuing network model with task 
reneging. The rest of the paper is organized as follows. In section 2, we present stochastic queuing 
model. Mathematical model is developed in section 3. Section 4 deals with steady-state solution. In  
section 5 the transient analysis is carried out. The conclusion is presented in section  

2. Stochastic queuing model 
We consider a finite capacity single server Markovian queuing model with correlated reneging. The 
model under investigation is based on the following assumptions: 

• The customers arrive at a service facility one by one in accordance with Poisson process with 

parameter λ. 

• There is a single queue and a single server. The service-times are independently, identically and 

exponentially distributed with parameter μ. 

• The capacity of the system is finite (say, K), where K=N+1 and N is the queue capacity. 
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• After joining the queue and waiting for some time, a customer may get impatient and leave the 
queue (renege) without getting service. The reneging of customers can take place only at the 

transition marks t0, t1, t2, … , where θr = tr – tr-1, r = 1,2,3…, are random variables with P[θr ≤  

x]=1 - exp(-ξx); ξ ≥ 0, r = 1,2,3,… i.e. the distribution of inter-transition marks is negative 

exponential with parameter ξ. 

• The reneging at two consecutive transition marks is governed by the following transition 

probability matrix:                   to 𝑡𝑟                                 

                                                        0         1 

                               from 𝑡𝑟−1    1
    0 ‖

𝑝00 𝑝01

𝑝10 𝑝11
‖, where 𝑝00 + 𝑝01 = 1 and 𝑝10 + 𝑝11 = 1 

0 refers to no reneging and 1 refers to the occurrence of reneging. Thus, the reneging at two 
consecutive transition marks is correlated.    

3. Mathematical model 

Let us define the following probabilities as: 

Q0,r(t) = Probability that at time t the queue length is zero, the server is idle, and r is an indicator 

whether a customer has reneged or not in previous transition mark (r = 0 refers to no reneging and r =  

1 refers to the occurrence of reneging at previous transition mark). 

P0,r(t) = Probability that at time t the queue length is zero, the server is not idle, and r is an indicator 

whether a customer has reneged or not in previous transition mark (r = 0 refers to no reneging and r =  

1 refers to the occurrence of reneging at previous transition mark). 

Pn,r(t) = Probability that at time t the queue length is n (1 ≤ n ≤ N), the server is not idle, and r is an 

indicator whether a customer has reneged or not in previous transition mark (r = 0 refers to no 

reneging and r = 1 refers to the occurrence of reneging at previous transition mark). 

The differential equations of the model are: 
𝑑

𝑑𝑡
𝑄0,0(𝑡) = −𝜆𝑄0,0(𝑡) + 𝜇𝑃0,0(𝑡)                                                                                           (1)  

𝑑

𝑑𝑡
𝑄0,1(𝑡) = −𝜆𝑄0,1(𝑡) + 𝜇𝑃0,1(𝑡)                                                                                           (2)  

𝑑

𝑑𝑡
𝑃0,0(𝑡) = −(𝜆 + 𝜇)𝑃0,0(𝑡) + 𝜇𝑃1,0(𝑡) + 𝜆𝑄0,0(𝑡)                                                            (3)  

𝑑

𝑑𝑡
𝑃0,1(𝑡) = −(𝜆 + 𝜇)𝑃0,1(𝑡) + 𝜇𝑃1,1(𝑡) + 𝜆𝑄0,1(𝑡)  + 𝜉[𝑝11 𝑃1,1(𝑡) + 𝑝01𝑃1,0(𝑡)]     (4)  

𝑑

𝑑𝑡
𝑃𝑛,0(𝑡)   = −(𝜆 + 𝜇 + 𝑛𝜉)𝑃𝑛,0(𝑡) + 𝜇𝑃𝑛+1,0(𝑡) + 𝜆𝑃𝑛−1,0(𝑡)  

                       +𝑛𝜉[𝑝00𝑃𝑛,0(𝑡) + 𝑝10𝑃𝑛,1(𝑡)]    , 1 ≤ 𝑛 < 𝑁                                                   (5)  

 
𝑑

𝑑𝑡
𝑃𝑛,1(𝑡) = −(𝜆 + 𝜇 + 𝑛𝜉)𝑃𝑛,1(𝑡) + 𝜇𝑃𝑛+1,1(𝑡) + 𝜆𝑃𝑛−1,1(𝑡)   

                       +(𝑛 + 1)𝜉[𝑝01𝑃𝑛+1,0(𝑡) + 𝑝11𝑃𝑛+1,1(𝑡)]    , 1 ≤ 𝑛 < 𝑁                               (6)  
𝑑

𝑑𝑡
𝑃𝑁,0(𝑡) = −(𝜇 + 𝑁𝜉)𝑃𝑁,0(𝑡) + 𝜆𝑃𝑁−1,0(𝑡) + 𝑁𝜉[𝑝00𝑃𝑁,0(𝑡) + 𝑝10𝑃𝑁,1(𝑡)]              (7)  

𝑑

𝑑𝑡
𝑃𝑁,1(𝑡) = −(𝜇 + 𝑁𝜉)𝑃𝑁,1(𝑡) + 𝜆𝑃𝑁−1,1(𝑡)                                                                         (8)  

The initial condition is P0,0(t) = 1. 

4. Steady-state solution 
We obtain the steady-state solution of the model from the equations (1) to (8) by using the matrix -
decomposition method as: 
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𝑷0 = 𝝍1𝑃0,1 , 𝝍1 =
(𝜆 + 𝑨𝟑𝟒𝑨−𝟏

𝟒𝟒𝑨𝟒𝟑)

𝑨𝟐𝟑 − 𝑨𝟐𝟒𝑨−𝟏
𝟒𝟒𝑨𝟒𝟑

, 𝑃0,0 =
𝝍1 𝑨𝟐𝟏

𝜆
𝑃0,1 ,𝑷1

=  −(𝑨𝟑𝟒 + 𝝍1 𝑨𝟐𝟒)𝑨−𝟏
𝟒𝟒𝑃0,1, 

  𝑄0,0 =
𝜇

𝜆2
 𝝍1𝑨𝟐𝟏𝑃0,1, 𝑄0,1 =  

𝜇

𝜆
 𝑃0,1 ,  𝑃0,1

=
1

𝜇
𝜆2  𝝍1𝑨𝟐𝟏 +

𝜇
𝜆 +

𝝍1 𝑨𝟐𝟏

𝜆 + 𝝍1 𝒆 + 𝟏 − (𝑨𝟑𝟒 + 𝝍1𝑨𝟐𝟒)𝑨−𝟏
𝟒𝟒𝒆

 

5. Transient Analysis 

Now, we perform the transient analysis of the model. Due to the complex nature of the model 
equations, it is quite difficult to obtain the transient solution analytically. Therefore, we use the Runge-
Kutta method of fourth-order to obtain the transient solution. The “ode45” f unction of MATLAB 
software is used to compute the transient numerical results. 

Key performance indicators 
We study the following key performance indicators: 

• Expected queue size 𝐿𝑞 (𝑡) =  ∑ (𝑛)[𝑃𝑛,0(𝑡) + 𝑃𝑛,1(𝑡)]𝑁
𝑛=0  

• Expected delay in the queue 𝑊𝑞(𝑡) =
 𝐿𝑞(𝑡)

𝜇[1−𝑄0,0(𝑡)−𝑄0,1(𝑡)−𝑃0,0(𝑡)−𝑃0,1(𝑡)]
 

 
Figure 1: Average delay in the queue vs. Time. 

The variation in average delay in the queue with time is presented in figure 1. One can observe that 
the average delay in the queue also increases as time progresses. But, after some time the re is no 
change in average delay with time, that is, the system has achieved steady-state. In the figures 2 and 3, 
we compare three queuing models: M/M/1/N queuing model with correlated reneging, M/M/1/N 
queuing model with reneging and M/M/1/N queuing model. The above mentioned three models are 
compared with respect to the variation in average delay in the queue as shown in figure 2 with average 
arrival rate. It can be seen from the figure that the average delay in the queue of the M/M/1/N queuing 
model without reneging is higher than that of the M/M/1/N queuing model with correlated reneging. 
Further, the average delay in the queue in the case of M/M/1/N queuing model with reneging is lowest 
to the other two models. Thus, if the request dropping (reneging) in cloud computing systems is 
considered as correlated, then the average delay in the queue will be higher as compared to 
exponential reneging of requests. 
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Figure 2: Average delay in the queue vs. Average arrival rate. 

 
Figure 3: Probability of task blocking vs. Time 

The variation in average delay in the queue with respect to the arrival rate as shown in f igure 2 
indicates that the performance indicators increases slowly with arrival rate until a certain value beyond 
which a small increase in the arrival rate or traffic load will result in the sharp or rapid increase in  the 
average delay in the queue. Therefore, in designing, sizing and provisioning the load balancing server, 
it must be ensured that the average delay in queue be maintained within the slow variation regime to 
ensure QoS guarantee. The second comparison is carried out with respect to variation in the 
probability of task (request) blocking  (P_{N,0}\left(t\right)+P_{N,1}\left(t\right)) with time as shown 
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in figure 3. Initially, the task blocking probability in all the three models is high; it decreases slowly 
and after some time becomes stationary. The higher value of the task blocking probability at the initial 
stage is because of the initial condition we have taken\ P_{80,0}\left(0\right)=1, that is,  there are 80 
requests in the queue initially. Further, task blocking probability always remains higher in the case of 
M/M/1/N queuing model without reneging as compare to the M/M/1/N queuing model with correlated 
reneging. The task blocking probability is lowest in the case of M/M/1/N queuing model with 
reneging. This type of variation is due to the average queue sizes possessed by three queuing models.  

6. Conclusion 

In this paper, we have studied a single server, finite capacity Markovian queuing model with 
correlated reneging. We then demonstrate how they can be used in the design and performance 
evaluation of cloud computing data centres with correlated reneging of requests. The steady-state and 
the transient-state behaviours of the model are studied. We also investigated the influence of the 
design parameters such as the buffer sizes, the mean arrival rate, the mean processing speed, the 
average reneging rate on the key performance indicators (KPIs) such as response time (delay due to  
waiting), task blocking probability (due to buffer overflow), probability of immediate service, and the 
mean number of tasks in the system. Finally, some comparisons are performed which describe the 
effect of correlated request reneging over simple exponential reneging. 
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