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Abstract. Fluid-flow approximation is an approach to modeling and evaluating the performance of vast computer networks. Due to varying 

traffic and performance of transmission protocols reacting to traffic overloads, computer networks are in a permanent transient state. The fluid- 

flow method’s main advantage is its ability to analyse these transient states. The article reviews and organises several versions of this approach, 

indicating a few errors. The main reason for these errors is confusion or lack of distinction between the two versions of the Internet Protocol
- when the queue of packets at a node is too long, they may be destroyed or only marked as redundant. The paper compares and evaluates 

these fluid-flow approximation models with mild and aggressive settings of RED parameters. The authors build a software system with hitherto 

unprecedented capabilities regarding the size of the networks to be analysed and with innovative way of organising the calculations. The paper
shows how large differences imprecise assumptions can introduce in quantitative results.
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1. INTRODUCTION

Queuing theory, e.g. [1], is used to study computer networks.
Queueing models have the form of a network of service sta-
tions where customers are served and queued when waiting for
their service. The service stations represent computer network
nodes, and customers represent packets or blocks transmitted
across the network. The service time is the time needed to
send a packet to the output link leading to the next node of the
packet’s itinerary. The queueing delay depends on the current
state of the network and is a stochastic variable. Its determina-
tion is vital to evaluate the transmission quality.

Analytical models of network protocols allow us, based on
mathematical equations, to better understand the performance
of the protocols in various network topologies and various
work conditions. Their use makes the analysis much less time-
and resource-consuming than in the case of discrete-event sim-
ulation while maintaining sufficient accuracy of the results.
The models allow us to fully understand how the protocols
work and find inefficiencies, especially those not anticipated
by the original designers. They also indicate possible areas
for optimising the protocols, often specifying the potential in-
crease in performance or usability. Moreover, they signifi-
cantly facilitate the verification of multi-aspect concepts and
enable the comparison of relevant fragments or entire rules of
individual protocols at the same level.

This way, queueing theory provides mathematical and nu-
merical methods for predicting the behaviour of queues. It en-
ables analysing the behaviour of devices and networks under
various load conditions and examining the impact of their pa-
rameters on such values as throughput, delay and packet losses.
It supports network optimisation, which is crucial for its ef-
ficiency, availability and quality of services. It is beneficial
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when transient state models are applied, i.e. queues change
in time, reacting on time-variable flows. Three mathematical
tools are usually applied: Markov chains, diffusion approxi-
mation and fluid flow approximation.

2. CLASSIC FLUID-FLOW APPROXIMATION MODEL

In numerical analysis, a single router is rarely the object of
interest. The most common way to evaluate the performance
of a network is to represent it as a set of N interconnected nodes
and a set of K connections passing through those nodes.

The first parameter that strongly depends on the network
structure is RTT (round trip time) – the average time, after
which the sender receives confirmation of receipt of the packet.
RTT of the i-th flow denoted as Ri in eq. (1) and the following
ones, depends on the total queuing delay and the total propaga-
tion delay (Tpi), which is equal to the sum of the propagations
of all links along the route. The total queuing delay is defined
as the sum of the individual queuing delays (the quotient of the
instantaneous queue length q j and the service intensity C j) of
the Ni routers along the i-th flow path from the source to the
destination

Ri(q(t)) =
Ni

∑
j=1

q j(t)
C j

+ Tpi , Ni ∈ N. (1)

The size W of the congestion window (the number of pack-
ets that could be sent without waiting for the recepient’s ac-
knowledgement) defines the dynamics of TCP flow. In the
classic version of the TCP protocol [2], the window increases
by one with each subsequent acknowledgement (every RTT
time on average), so with the speed 1/Ri(t), and it is halved
with each packet loss. In the equation below, the loss inten-
sity is represented by the term Wi(t−τ)

Ri(t−τ) Pi(t −τ), i.e. the product
of the flow intensity and loss probability Pi of an individual
packet. The sender performs the changes of W with a certain
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